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ABSTRACT

Large systems of interacting objects are highly prevalent in today’s world. Such
system usually consist of a large number of relatively simple identical objects,
and can be observed in many different field as, e.g., physics (interactions of
molecules in gas), chemistry (chemical reactions), epidemiology (spread of the
infection), etc. In this thesis we primarily address large systems of interacting
objects in computer science, namely, computer networks. Analysis of such large
systems is made difficult by the state space explosion problem, i.e., the number
of states of the model grows exponentially with the number of interacting
objects.

In this thesis we tackle the state-space explosion problem by applying mean-
field approximation, which was originally developed for models in physics, like
the interaction of molecules in a gas. The mean-field method works by not
considering the state of each individual object separately, but only their aver-
age, i.e., what fraction of the objects are in each possible state at any time.
It allows to compute the exact limiting behaviour of an infinite population of
identical objects, and this limiting behaviour is a good approximation, even
when the number of objects is not infinite but sufficiently large. In this thesis
we provide the theoretical background necessary for applying the mean-field
method and illustrate the approach by a peer-to-peer Botnet case study.

This thesis aims at formulating and analysing advanced properties of large
systems of interacting objects using fast, efficient, and accurate algorithms.
We propose to apply model-checking techniques to mean-field models. This
allows (i) defining advanced properties of mean-field models, such as surviv-
ability, steady-state availability, conditional instantaneous availability using
logic; and (ii) automatically checking these properties using model-checking
algorithms. Existing model-checking logics and algorithms can not directly be
applied to mean-field models since the model consist of two layers: the local
level, describing the behaviour of a randomly chosen individual object in a
large system, and the global level, which addresses the overall system of all
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interacting objects. Therefore, we motivate and define two logics, called Mean
Field Continuous Stochastic Logic (MF-CSL), and Mean-Field Logic (MFL),
for describing properties of systems composed of many identical interacting
objects, on both the local and the global level. We present model-checking
algorithms for checking both MF-CSL and MFL properties, and illustrated
these algorithms using an extensive example on virus propagation in a com-
puter network. We discuss the differences in the expressiveness of these two
logics as well as their possible combination.

Additionally, we combine the mean-field method with parameter fitting
techniques in order to model real-world large systems, and obtain a better
understanding of the behaviour of such systems. We explain how to build a
mean-field model of the system, and how to estimate the corresponding para-
meter values, so as to find the best fit between the available data and the model
prediction. We also discuss a number of intricate technical issues, ranging from
the additional (preprocessing) work to be done on the measurement data, the
interpretation of the data to, for instance, a restructuring of the model (based
on data unavailability), that has to be performed before applying the parameter
estimation procedures. To illustrate the approach we estimate the parameter
values for the outbreak of the real-world computer worm Code-Red.

The techniques presented in this thesis allow an involved analysis of large
systems of interacting objects, including (i) obtaining parameter values of
mean-field model using measurements; (ii) defining advanced properties of the
model; and (iii) automatically checking such properties.



AHHOTALINS

B coBpemennoM mupe 00JIbINIOE PACIIPOCTPAHEHUE MOJIYUUIA CUCTEMbI, COCTO-
drue u3 OOJIBIIOTO KOJTUIECTBA CPABHUTEIBHO MPOCTHIX U WJACHTUIHBIX B3au-
MO/IEHCTBYIOMNX 00BEKTOB. Takme cUCTeMbl BCTpEYalOTCsl, HAIpuMep, B u-
3uKe (B3aMMOJEHCTBIE JaCTUIl ra3a), XUMAIN (XUMUYECKUE DEAKITIH), SIIHIe-
MuosIorun (pacipocrpasenue nHMEKIWIT) 1 Tak jgajee. B maHHOi quccepranum
MBI (POKYCUPyeMCH TJIABHBIM 00Pa30M Ha CHUCTEMAaX, COCTOAIINX U3 OOJIBIIIOrO
KOJIMYIECTBA B3aMMO/ICHiCTBYIOIINX 00HEKTOB (J1ajiee OOJIBINNX CHCTEMAX) B T€O-
pPUM BBIYUCIUTEbHBIX MAIIUH W CUCTEM, a UMEHHO, B KOMIIBIOTEDHBIX CETHX.
AHanns TaKuX CUCTEM YCJIOXKHSIETCsT TAK HA3BIBAEMBIM sIBJIEHUEM B3PbIBa IIPOC-
TPaHCTBa COCTOsTHUI (state-space explosion), 4ro o3Hadaer, 4TO KOJIUIECTBO
COCTOSTHUM PacTeT dKCIOHEHIINAJIHLHO BMECTe C KOJTUIECTBOM B3aMMO/I€CTBYIO-
X 00bEKTOB. TPaJMIIMOHHO 3Ta IPOOIEMa PeIaeTcs MPU ITOMOIIKA TaK Ha-
spiBaeMoro mean-field method, 1aro moxkno mepeBecTu Kak Mmemod cpedrezo
WA CAMOCO2AGCO8AHHO020 NOAA, KOTOPBI OBLIT IIepBOHAYAIBHO Pa3paboTaH st
MOJEINPOBAaHNsT B3aUMOIEHCTBIS MOJIEKYJ ra3a B pusnke. AIPOKCHMAIINS
C TIOMOIIBIO METOJ@ CPEJIHErO I0Jisi He TO3BOJISET aHAJU3UPOBATH COCTOSHUE
KaKJIOT0 OObEKTA B CHCTEME, BMECTO 9TOTO aHATM3UPYETCs J10JisT (KOJTMIECTBO)
00bEKTOB B KaXKJIOM U3 BO3MOXKHBIX COCTOsiHUIT. B JaHHOI jauccepranuu Mbl
MPUBOJINIM TEOPETUUIECKNE OCHOBBI, HEOOXOIUMbBIE JIJIsi UCIOJIb30BAHUS METO/IA
CPEeJTHETO TOJIs, U WITIOCTPUPYEM NMPUMEHEHWEe MeTO/la Ha IpUMepe aHaIn3a
pacIpoCTpaHeHNs TaK HA3BIBAEMOTO JIETIEHTPATM30BAHHOTO OOTHeTa (peer-to-
peer Botnet).

[Henas 3TOlt muccepranuu - co3janue OBICTPBHIX, IPMEKTUBHBIX U TOTHBIX
METOJIOB [I7Ist (DOPMYJIMPOBAaHUS U aHAJN3a HETPUBHUAJBHBIX CBOMCTB (Crieru-
dbukanuii) 6OJBIIIX CHCTEM B3aNMOJIEHCTBYIONIX 00BEKTOB. MBI Tpejraraem
HCIIOJIB30BATh MeModv, nposepku Ha modeaaxr (model-checking) mist Mmomeseit
CPEJIHErO TOJIsA. DTO MO3BOJIUT, BO-TIEPBBIX, COOPMYJIMPOBATH HETPUBUAIbHbBIE
CBOMCTBaA MOJIeJIell, NCIIOJIB3Y$ si3bIK (POPMAJILHON JIOTUKH, U, BO-BTOPBIX, aBTO-
MaTUYECKU IIPOBEPUTDH YAOBJIETBOPLAET JIM 3aJlaHHasi MOJIe/Ib CUCTEMBI (DOp-



MaJibHBIM crienudukarusM. CyliecTByONe 36K (hOPMAILHON JIOTUKU U
AJITOPUTMBI AaBTOMATHIECKOM ITPOBEPKU HE MO3BOIIIOT C(POPMYJIMPOBATH U TTPO-
BEPUTDH CBONCTBA MOJIeJIeil CPeJTHETO MOJI U3-3a TOTO, YTO TAKHe MOJEIN BKJTIO-
JaloT JIBA YPOBHS: JA0KAALHYIM, OIMUCHIBAIOIINN ITPOU3BOJIbHBIN O0BEKT B CHUC-
TeMe, u 2400005Hb, OTTUCHIBAIONINN BCIO CUCTEMY. DTO MMOCTYKUIO TPUINHON
JIJIS CO3JIaHUsT HaMU JIBYX HOBBIX S3BIKOB (POPMAJBHON JIOTUKU, KOTOPbIE Ha-
seBatoTcst Mean Field Continuous Stochastic Logic (MF-CSL) u Mean-Field
Logic (MFL), uro moxer 6bITh 1iepeBesio Kak Henpepuweras Cmaxocmuyeckas
Jloeuxa Cpednezo Iloas n Jloeuxa Cpedneeo Iloan. Dtu si3blku HOPMAJIhb-
HOIl JIOTMKU TTO3BOJISIIOT (DOPMYINPOBATH CIIEIUUKAIIAN /I OOJIBIITUX CUCTEM
B3aMMO/ICHCTBYIOIINX 00EKTOB Ha 000UX, JIOKAJIBHOM U TJIOOAJIbHOM, YPOBHSIX.
MpbI IpUBOAUM aJITOPUTMBI ABTOMATUYIECKOI ITPOBEPKU Ha MOJIE/IN U UJIJTIOCTPH-
PyeM UX, UCIIOJIb3Ysl IPUMEP paclpOCTPaHEHUsI BUPYCa B KOMIIBIOTEPHO CETH.
Mpbr Tak:ke 00Cy»K/1aeM Pa3HUILy MEXK/y JABYMs IPEeII0KEHHBIMU S3bIKAMU 1
X BO3MOXKHYIO KOMOUHAIIUIO.

st Toro, 9TOOBI JIydIlle U3YYUTh JIAHHYIO PeasibHyI0 OOJBITYIO0 CUCTEMY
B3aMMO/IEHCTBYIONNX OOBEKTOB, MBI IIPEJjTaraeM JOTOJTHUTH MOJICTUPOBAHIE
peasibHbIX CHCTEeM 3a CYeT KOMOWHAITMUA METOJIa CPEJIHETO IMOJIT W METO/0B
JJIs TTONCKa 3HAYeHMi mapaMeTpoB Mojesnn (parameter estimation). B sroit
JacTH JINCCEPTAINT MbI OObICHSAEM, KaK JaHHbIe, IOy YeHHbIE DU U3MEPEHIHN
CUCTEMBI, MOT'YT OBITH UCIIOJIb30BAHbBI JIJI OTIPE/Ie/ICHUs 3HAYCHU TapaMeTPOB
MoJIeJI 3TO# crucTeMbl. MBI TakzKe 00Cy 2K 1aeM BO3MOYKHbBIE TEXHUIECKUE CJIOXK-
HOCTH U HEOOXOUMOCTD IIPEIBAPUTEILHON 00pabOTKU JIAHHBIX ITepe] HadaIoM
anaym3a. s niumocTpanum npe oz KeHHOTO MTOJIX0/1a MbI OTIpe/ie/isieM 3Hade-
HUS TAPAMETPOB MOJIEJIU MUPOKO U3BECTHOTO KOMIILIOTEPHOTO BUpYyca (YepBsi)
Kon-Kpacusrit (Code-Red worm), wucnosnbsyst jganubie, mnosydenubie B 2001
roJy.

MeTo,1bl, IpejIJIoyKEHHBIE B 9TOH JTUCCEPTAITUHU, TTO3BOJIAIOT ITPOBOIUTE IITHU-
POKUiT aHaJM3 PeaJbHBIX OOJIBIINX CHUCTEM B3AaUMOJEHCTBYIONINX OOBEKTOB,
YTO BKJIIOYAET B ce0s1, BO-TIIEPBBIX, OIPE/IeJICHIe 3HAUEHUI TTapaMeTPOB MO/IE/IN
CPEJIHEro TOJIsE TaKOW CHUCTEMBbI, BO-BTOPBIX, (POPMYJIUPOBKY HETPUBUAIBHBIX
CBOICTB MOJIY9€HHON MOJEN U, B-TPEThUX, aBTOMATUIECKYIO TPOBEPKY CcHOp-
MYJITPOBAHHBIX CBOMCTB.
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INTRODUCTION

Globalization is a process of international integration that aims at connecting
different parts of the world. Globalization allows ideas, knowledge, people,
and goods to move more easily around the globe. The new technologies, such
as communication networks, both physical and digital, are being designed in
order to support this process. Examples of such networks are wireless sensor
networks for civil or military surveillance purposes, distributed peer-to-peer file
sharing applications or malicious self-aggregating botnets, transport networks,
etc. These communication networks play a critical role in a modern world,
therefore, analysis of the behaviour of these systems is of our best interest.
Typical problems addressed during such analysis include reliability, survivab-
ility, long run behaviour, speed of propagation, etc. In order to perform such
analysis we first note that communication systems have a similar structure,
namely, they often consist of a very large number of interacting objects. If
each node is modelled explicitly, a formal performance or dependability eval-
uation of the system is limited to the restricted case where only a few objects
participate since the global model for a realistic number of nodes most probably
will suffer from state-space explosion.

Recently, much work has been done on the analysis of such large systems of
interacting objects. Markovian Agents have been used to predict the propaga-
tion of earth quake waves [25] or the behaviour of sensor networks [46]. The
dissemination of gossip information [7] and disease spread between islands [8]
was analysed using mean-field approximation. Hybrid approaches, combining
mean-field analysis and simulation, have been proposed for general systems of
interacting objects [72], but also to predict predator and prey behaviour [54].
Ordinary differential equations (ODEs) have been used to analyze the beha-
viour of intracellular signalling pathways [23| and for epidemiological models
[28] by using Performance Evaluation Process Algebra (PEPA).

Out of the many available approaches, in this thesis we have chosen the
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mean-field method which allows for a quick and accurate analysis of systems
consisting of a large number of interacting objects, while avoiding the state-
space explosion problem. The mean-field approximation is based on the con-
tinuous representation of the a discrete system. Instead of the behaviour of
the individual nodes in the system the behaviour of the whole system is ad-
dressed. The whole system behaviour is described via the average behaviour
of the individual objects (nodes).

1.1 The aim of the thesis and research questions

To be able to perform analysis of a large systems of interacting objects we
aim to formulate and analyse advanced properties of such systems using fast,
efficient, and accurate algorithms. The above goal can be divided into three
sub-goals, namely:

e modelling such systems at a reasonable level of abstraction;
e parametrizing the models with realistic values;
e describing and checking properties of the models.

By dividing the aim of the thesis into three parts we obtained the three research
questions which will be addressed in this thesis.:

Q1: Can mean-field method be used for fast, efficient, and
accurate analysis of large systems of interacting objects?

Q2: How to obtain realistic parameter values for
mean-field models?

03: How to express and automatically check advanced
properties of mean-field models?

In the following section we discuss a recent example of a real large system
of interacting objects as in [64], namely, the Stuxnet virus. We will use this
example as an illustration of the objectives that are of interest in this thesis,
and to illustrate issues that might arise while dealing with such large systems.
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1.2 Research questions: Illustration

Stuxnet is known as one of the most complex computer viruses; it was primar-
ily written to target Industrial Control Systems (ICSs). Recently, many pa-
pers and reports were published on the analysis of Stuxnet’s code, [40], [61].
Moreover, the Boolean logic Driven Markov Processes have been used to model
the fundamental mechanisms of the Stuxnet attack [68]. Quantitative analysis
of Stuxnet has not been done so far, mostly because the necessary information
was not readily available. However, quantitative analysis can be very useful,
for example to obtain better insight in the spreading process and to analyse
the efficiency of counter-measures.

Stuxnet was first discovered in July 2010; however, it had been operating
without being noticed for at least one year prior to its detection. The virus
uses both known and unknown Windows vulnerabilities to install and propag-
ate. During the propagation phase, Stuxnet behaves similarly to known worms
and botnets. Once it reaches its target, it sabotages the system by reprogram-
ming Programmable Logic Controllers (PLCs), which can lead to a disaster,
e.g. damage to the production of the centrifugal machines in Iranian nuclear
enrichment facilities.

The behaviour of Stuxnet consists of three phases: spreading, obtaining
access to the PLC, and sabotage. In the present example (and other examples
in this thesis), we only address the spreading phase. Modelling of the attacking
and sabotaging phases is of less interest, since once the target is reached,
Stuxnet accomplished its mission almost surely.

Stuxnet has the ability to propagate using different methods. We classify
them for further discussion as follows (see Table 1):

e propagation via USB flash drives and other removable media;
e propagation via a network;
e propagation via shared folders.

Copying itself to removable drives is the main method of propagation, since
ICSs are usually programmed through computers that are not connected to
a network. Operators use removable drives to exchange data, and once the
infected removable drive is inserted into a new computer, Stuxnet will copy
itself and its supporting files. The newly compromised computer can infect
other USB drives afterwards.
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Local Remote
Manual Removable drives | Shared folder
Automatic | — Network

Table 1.1: Classification of propagation mechanisms

Propagation via a network can be seen as botnet or worm spread, which
have been recently studied and modelled, e.g., [22], [42]. Note that network
propagation is the only fully automatic way of spreading.

The third way of propagation includes infection via shared folders or net-
work drives, and print spooler services. For example, Stuxnet will execute on
each computer where a compromised folder is used.

Stuxnet spreads mainly within company networks. However, propagation
between networks of different companies is possible if, for example, the com-
promised computer has a VPN connection to an outside network, or an infected
USB stick is taken to the outside network (and used there).

The behaviour of Stuxnet is controlled remotely. After installation, the
virus contacts a command and control (C&C) server and sends information
about the compromised computer. The C&C servers are mostly used for
spreading new versions of the virus. However, the ability to receive informa-
tion from outside can be used by attackers to help the worm propagate through
specific target networks or, alternatively, stop propagation.

Given the above description of the Stuxnet behaviour one can proceed with
the quantitative analysis of the virus. The valuable question now is: how can
we analyse this system?

Q1: Can mean-field method be used for fast, efficient,
and accurate analysis of such large systems?

Out of many approaches, in this thesis we select the mean-field method. The
main idea of the mean-field analysis is to describe the evolution of a population
that is composed of many similar objects via a deterministic behaviour. The
full description on how to built a mean-field model of such systems will follow
in Chapter 2 of the thesis.

With respect to the Stuxnet example, we have shown that it is possible
to build such a model in [64]. However, in order to conduct a meaningful
quantitative analysis of Stuxnet and similar large systems values for many
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model parameters (such as infection rates) are needed. Hence, another relevant
research question we want to address is the following.

Q2: How to obtain realistic parameter values for
mean-field models?

Unfortunately, obtaining such parameter values is not trivial. The automatic
spreading via the network is probably the easiest to parametrize, since it does
not involve humans. One could obtain values for these parameters analysing
the Stuxnet code, or by doing measurements on live infected computers. This
is not trivial for several reasons:

e it either needs a sufficiently large test-bed, or a real target environment;

e accurate measurements may take a long time since Stuxnet does not tend
to spread very quickly;

e results may be inaccurate due to the “synthetic” environment.

Aspects that involve humans are even harder to parametrize; in the case of
Stuxnet, this includes the propagation via shared folders and removable USB
drives, and the influence of the C&C server. Such parameters are in general
difficult to obtain, since they require knowledge of a large part of the internet
community. However, in 2010 a report has been published that takes into
account the human factor in cybercrime [94].

Having the mean-field model built (and parametrized) one can obtain
knowledge about transient and, possibly, stationary behaviour of the system.
Moreover, an automated way to express and check the advanced properties of
the model, e.g., survivability, steady-state availability, conditional instantan-
eous availability, etc, might be of a great interest. Therefore, the last question
we have is as follows:

03: How to express and automatically check advanced
properties of mean-field models?

Such properties can be expressed by using model-checking techniques, there-
fore, introducing a logic and algorithms for describing and automatic checking
properties of the mean-field model of a large system, like Stuxnet, might be
beneficial. However, this is not a trivial task due to the nature of the mean-
field model. We describe the challenges of model-checking mean-field model in
the following section.
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Figure 1.1: The structure of the proposed approach and the outline of the
thesis.

1.3 Approach

In the previous section we defined three main questions which will be addressed
in this thesis. When these questions are combined the approach towards the
aim of the thesis becomes apparent.

Figure 1.1 illustrates the proposed approach. The analysis of a large system
starts with building a mean-field model. This model can then either be para-
metrized using real data, or used without assigning realistic parameters values.
Even without complete knowledge of the parameter values, potentially inter-
esting results may be obtained. For example, by trying different values for
the unknown parameters, the sensitivity of the final results to them can be
studied, and possibly upper and lower bounds obtained. Moreover, advanced
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properties of such model can be checked using model-checking algorithms. If
the model can be parametrized, obtaining basic (e.g., transient behaviour, sta-
tionary behaviour, bounds, etc.) or advanced (e.g., survivability, availability,
etc.) properties yields potentially even more realistic results.

As one can see, both complete and partial combinations of answers to the
above questions can yield interesting results, e.g.,

e combination 91, Q2 and Q3 allows building and parametrizing a mean-
field model, and automatically check advanced properties of this model;

e combination Q1 and Q2 allows building and parametrizing a mean-field
model, and obtaining basic properties of this model;

e combination Q1 and Q3 allows building a mean-field model, and auto-
matically checking advanced properties of this model.

In the following we briefly introduce the three main topics of this thesis. Each
of the presented topics allows us to answer one of the research questions, and
will be covered in more detail further in the respective part of the thesis.

1.3.1 Mean-field method

Mean-Field Approximation originated in statistical physics [4] and is a tech-
nique developed within the field of probability theory. This technique is useful
to study the behaviour of stochastic processes with a very large state space,
e.g., in the study of systems with a large number of particles, where Monte
Carlo simulations are impractical. Beyond physics, this approximation tech-
nique has been applied in studies of, e.g., epidemics models [63], queueing
theory [15], [4], and network performance [72], [26].

Classical applications of this technique generally require two abstractions.
The first is that when studying the system, one abstracts the objects’ identities,
and instead of capturing the behaviour of each object instance, the system’s
behaviour is observed at the level of populations [59]. The second abstraction
suggests that the spatial distribution of the objects across the system locations
is ignored, and the “particles” are assumed to be uniformly spread across the
system space (in chemistry this idea is embodied in the notion of well-stirred
chemical reaction [44], [98]).

Process algebra is a high-level formalism, which is being widely used in per-
formance modelling due to the well defined and convenient structure. Continuous
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Time Markov Chains (CTMCs) are often used to provide a stochastic semantics
to process algebra used in performance modelling of computer systems [56].
However, stochastic process algebra models of realistic size can easily result in
very large and intractable state-spaces. In that context a technique called fluid-
flow approzimation [57] has been used to construct a continuous state-space
representation of the underlying discrete state-space, and ordinary differential
equations are used to describe their dynamics. This technique corresponds to
results on mean-field approximation of CTMCs [97], [59], [51]. Indeed, the
notion of fluid approximation has been used in various contexts such as Petri
nets, and relies on the idea that a discrete variable can be approximated using
a continuous variable [89].

Applying mean-field analysis from the computer science perspective re-
quires the following major steps: (1) describing how a large population of
interacting objects evolves by means of a system of differential equations, (2)
finding the emergent deterministic behaviour of the system by solving such dif-
ferential equations, and (3) analysing properties of this behaviour. Moreover,
a local mean-field model can be obtained based on the mean-field model of the
whole population, which allows to study the behaviour of individual objects
within the whole system in an efficient way.

1.3.2 Parameter estimation

Model-based evaluation is widely used for real systems, however, it is often
difficult to obtain realistic parameter values for the models. This is particularly
the case for large scale distributed systems, like applications running in the
internet, for which a structured measurement set-up is very difficult to achieve,
or even impossible to obtain. To ensure that the model complies with the
system, parameters can be assigned by, for example, one (or a combination) of
the following methods: (1) predefined experimental settings; (2) analysis of a
real system; (3) measurements. In this thesis we follow the third approach: we
discuss how measured data can be used to obtain the parameters of a mean-
field model. Doing this we expand the application of mean-field approximation
to real-world systems by estimating realistic parameters of the obtained model.

Parameter estimation techniques are widely used in application areas such
as biochemical reactions [76], computer vision [106]|, cosmology [73], etc. In
this thesis we combine a mean-field model of worm behaviour with parameter
fitting techniques, and illustrate their combination on the case of the Code-Red
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worm. We will use two well-known parameter estimation methods, namely,
squared error |1] and mazximum likelihood [78] in this thesis. We build a mean-
field model of Code-Red worm and obtain the parameter values based on the
real data using the above two estimation techniques.

1.3.3 Model-checking

In the course of the last few years the mean-field method was widely used for
the analysis of large systems of interacting objects. In the past the method
was mainly used for performance evaluation. In this thesis we propose to apply
model-checking techniques to mean-field models.

Model-checking means checking whether a system state satisfies certain
properties. It was initially introduced for finite deterministic models, for val-
idation of computer and communication systems, and later extended towards
stochastic models and models with continuous time [5], [6]. Model-checking
models of large systems is made difficult by the state-space explosion prob-
lem. Since the mean-field method avoids this problem, mean-field models can
potentially be checked using model-checking techniques. However, the direct
application of model-checking techniques to mean-field models is challenging
due to the following reasons:

e there is no readily available techniques which can directly be applied to
model-check a mean-field model;

e the mean-field model has two layers (global and local), therefore it is
essential to be able to formulate properties on both levels;

e as we will see, the local mean-field model is a time-inhomogeneous Markov
chain (ICTMC), therefore the results of the model-checking procedure
depend on time;

e the state-space of the global mean-field model is infinitely large, hence,
capturing exact satisfaction set is difficult.

In this thesis we face the above challenges and introduce and motivate two
logics, called Mean Field Continuous Stochastic Logic (MF-CSL), and Mean-
Field Logic (MFL), for describing properties of systems composed of many
identical interacting objects. The two logics have been defined to be able
to express timed properties on both local and global levels. MF-CSL first
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expresses the property of a random node in a system (including timed prop-
erties) and then lifts this to the system level using ezpectation operators. In
contrast, MFL expresses the property of the overall system directly and it does
not take into account the behaviour of the individual objects. The new model-
checking algorithms are presented and illustrated using an extensive example
on virus propagation in a computer network. We discuss the differences in the
expressiveness of these two logics as well as their possible combination.

1.4 Structure of the thesis

The thesis consists of eleven chapters, which are grouped into three parts,
where each part corresponds to one of the research questions, presented above.

Part I provides theoretical background on the mean-field method, which is
illustrated by a case-study on peer-to-peer Botnet spread.

Chapter 2 defines the mean-field model, discusses the mean-field conver-
gence theorem, and practical extensions to the theorem, including be-
haviour in the stationary regime and a definition of the local mean-field
model.

Chapter 3 discusses how to build the mean-field model of a peer-to-peer
Botnet. It compares the results obtained by the mean-field approach
to those obtained from simulation. In addition, it provides examples of
more advanced studies that can be performed using mean-field analysis.

Part II discusses how to obtain the parameters of a mean-field model using
real data on the Code-Red worm example.

Chapter / motivates the performed case-study. It discusses background
information on the parameter estimation methods and related work.

Chapter 5 provides the set-up of the case-study. It discusses background
of the Code-Red worm, the available data, and the mean-field model of
the worm behaviour.

Chapter 6 contains the results of the case-study and concluding remarks.

Part III introduces model-checking techniques for mean-field models.
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Chapter 7 provides a motivation and discusses related work.

Chapter 8§ defines the logic MF-CSL for checking properties of mean-field
models. It discusses model-checking algorithms, whicch can be used to
check MF-CSL properties.

Chapter 9 introduces the logic MFL together with the corresponding
model-checking algorithms, and discusses the satisfaction set develop-
ment.

Chapter 10 provides a comparison of the two logics, and discusses the
combination of the two logics.

Chapter 11 summarizes the content of the thesis and indicates future research
directions.






Part 1

Mean-Field Method






The main idea of the mean-field analysis is to describe the evolution of a
population that is composed of many similar objects via a deterministic beha-
viour. It states that under certain assumptions on the dynamics of the system
and when the size of the population grows, the ratio of the system’s variance
(standard deviation) to the size of the state space of the whole population
tends to zero. Therefore, when the population is large, the stochastic beha-
viour of the system can be studied through the unique solution of a system of
Ordinary Differential Equations (ODE)s defined by using the limit dynamics
of the whole system.

In this part we first provide the theoretical background on the mean-field
method and illustrate the usability of the approach by a case-study on peer-
to-peer Botnet spread. We define overall and local mean-filed models and
recall the mean-field convergence theorem in Chapter 2. The application of
the mean-field method to a peer-to-peer Botnet is discussed in Chapter 3.






2

MEAN-FIELD METHOD

In this chapter we provide the theoretical background on the mean-field method
based on [67]. The presented way of reasoning is slightly different from, for
example, [20], but is more useful for the further developments, presented in this
thesis. We describe how to construct the local and global mean-field models
and use the reformulation of the classical Kurtz’s Theorem [69], instead of
defining population models. We provide small examples for each essential part
to illustrate the practical application of the theoretical material.

This chapter is further organized as follows. Section 2.1 defines overall
mean-field model. The convergence theorem is discussed in Section 2.2. Fi-
nally, the valuable extensions to the convergence theorem are described in
Section 2.3.

2.1 Model definition

Let us start with a random individual object which is part of a large population.
We assume that the size N of the population is constant; furthermore, we do
not distinguish between classes of individual objects for simplicity of notation.
However, these assumptions can be relaxed, see, e.g., [26].

The behaviour of a single object can be described by defining the state-
space S! = {51, 59,...5K} that contains the states or “modes” this object may
experience during its lifetime, the labelling of the state space L : St — 284F
that assigns local atomic propositions from a fixed finite set of Local Atomic
Properties (LAP) to each state; and the transitions between these states.

Example 2.1.1. We introduce the model defining the modes of an individual
computer, which is exposed to the infection. Such a machine can be not-
infected, infected and active or infected and inactive. An infected computer is
active when it is spreading the virus and inactive when it is not. This results
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{infegted , linfected ,
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Figure 2.1: The model describing computer virus spread.

in the finite local state space S' = {s1, 52,53} with |S'| = K = 3 states. These
states are labelled as infected, not infected, active and inactive, as indicated
in Figure 2.1. Formally, L(s1) = {not infected}; L(s2) = {infected, inactive};
L(s3) = {infected, active}; and the set of local atomic properties is given by
LAP = {not infected, infected, inactive, active}. O

In the following we will consider a large population of NV objects, where each
individual is modelled as described above, and denoted as M; for i € [1, N].
Let us first try to preserve the identity of each object and build the model,
describing the behaviour of N objects individually. It is easy to see that when
the population grows linearly the size of the state-space of the model grows
exponentially. For example, when the system is composed of three computers
(as in Example 2.1.1), the size of the state space is 3% = 27 states, where each
state represents the mode of all three computers individually, and is labelled
accordingly as, e.g., {{ not infected}, {not infected}, {not infected}}. As one
can see, for a large number of computers N such model with 3%V states might
be too large to handle. Fortunately, the mean-field approach allows modelling
such a system of indistinguishable objects and avoids exponential growth of the
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state-space (state space explosion). In the following we describe the method in
more detail and explain how it can be applied to the computer virus example.

Given the large number of objects, where each individual is modelled by
M, we proceed to build the overall model of the whole population. We assume
that all objects behave identically, therefore, we can move from the individual
representation to a collective one, that does not reason about each object sep-
arately, but gives number (fraction) of individual objects in a given state of
the model M. It is done by taking the following steps:

Step 1. Lump the state space. When preserving the identity of the
objects in a population (M7, Ms ... My) the sequence of the models of indi-
vidual objects can be considered as a model of the population. However, the
size of such sequence depends on N. Due to the identical and unsynchronized
behaviour of the individual objects, a counting abstraction (or transition from
the individual to a collective representation) is used to find a smaller stochastic
process, denoted as M) whose states capture the number of the individual
objects across the states of the local model M:

N
MM =3 1M = 4
=1

The state of M) at time ¢ is a counting vector M(t) = (My(t), Ma(t), ...,
Mg (t)), where M; € {0,...,N}, and Y/ M; = N. The initial state is de-
noted as M (0).

Step 2. Defining transition rates. Given M) and M(0) as defined
above the Continuous Time Markov Chain (CTMC) M) (#) can be easily
constructed. The transition rates are defined as follows [15]:

(1m0 AProb{M(t + A)) = ji
Qi (M (t))=5 M(t) = i,M(t)}, it M;(t) > 0,
0, o if M;(t) =0,
[ — 2hestnzi Qin(M(2)), for i = j,

where M (t) indicates the state of the individual object at time ¢. The trans-
ition matrix depends on time via M(t).
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Step 3. Normalize the population. For the construction of the mean
field model which does not depend on the size of the population the state
vector is normalized as follows:

_ M(t)

m(t) = N
where 0 < m;(t) <1 and Zfil m; = 1.
When normalizing, first we have to make sure that the related transition rates
are scaled appropriately. The transition rate matrix for the normalized popu-
lation is given by:

Q(m(t)) = QN -m(t)).

Secondly, the initial conditions have to scale appropriately. this is commonly
called convergence of the initial occupancy vector [29], [30]:

m(0) = —=.
The overall mean-field model can then be constructed as follows.

Definition 2.1.2 (Overall mean-field model). An overall mean-field model
MO describes the limit behaviour of N — oo identical objects and is defined
as a tuple (5°,Q), that consists of an infinite set of states:

S° :{m: (mi,mo,...,mg)|Vj € {1,...,K},
K
mj € [0,1] /\ij =1},
j=1

where M is called occupancy vector, and m(t) is the value of the occupancy
vector at time t; m; denotes the fraction of the individual objects that are in
state sj of the model M. The transition rate matriz Q(m(t)) consists of entries
Qs, (M(t)) that describe the transition rate of the system from state s to state
s’

O]

Note that for any finite NV the occupancy vector m is a discrete distribution
over K states, taking values in {0, %, %, ..., 1}, while for infinite N, the m;
are real numbers in [0, 1].

To illustrate the relation between the model of a single object and the
overall mean-field model of the whole system, we continue to develop the mean-
field model for the virus spread example.
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Example 2.1.3. We assume that all computers in the system behave according
to the model described in Fxample 2.1.1. Given a system of N computers, we
can model the limiting behaviour of the whole system through the overall mean-
field model, which has the same underlying structure as the individual model
(see Figure 2.1), however, with state space S° = m = (m1, ma,m3), where
mq denotes the fraction of not-infected computers, and mo and ms denote the
fraction of inactive and active infected computers, respectively. For erxample,
a system without infected computers is in state m = (1,0,0); a system with
50% mnot infected computers and 40% and 10% of inactive and active infected
computers, respectively, is in state m = (0.5,0.4,0.1).

The transition rates kY, ko, k3, ka, ks represent the following: the infection
rate kT, the recovery rate for an inactive infected computer ko, the recovery rate
for an active infected computer ks, and the rates with which computers become
active ks and return to the inactive state ky. Rates ko, k3, k4, and ks only
depend on the properties of the modelled computer virus and do not depend on
the overall system state. The infection rate ki does depend on the fraction of
infected and active computers, and the fraction of not-infected computers. We
discuss the generator matrix in the next section. ®

2.2 Mean-field analysis

Here we express a reformulation of Kurtz’s theorem [69] which relates the beha-
viour of the sequence of models M1, M ..., My with increasing population
sizes to the limit behaviour. We reformulate the theorem to make it more
applicable to the further chapters of this thesis.

Before the theorem can be applied one has to check whether the overall
mean-field model satisfies the following two conditions:

1. the model preserves the so-called density dependence condition in the
limit N — oo for all N > 1. This means that transition rates scale
together with the model population, so that in the normalized models
they are independent of the size of the population.

2. The rate functions are required to be Lipschitz-continuous (informally it
means that rate function are not too steep).
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When the three steps for constructing the mean-field model are taken and
the above mentioned conditions are satisfied Kurtz’s theorem can be applied,
which can be reformulated as follows: For increasing values of the system size
(N — o) the sequence of the individual models converges almost surely [1//
to the occupancy vector m, assuming that functions in Q(m(t)) are Lipschitz-
continuous and for increasing values of the system size, the initial occupancy
vectors converge to m(0). The above statement can be formally rewritten as
in [15]:

Theorem 2.2.1 (Mean-field convergence theorem). The normalized occupancy
vector m(t) at time t < oo tends to be deterministic in distribution and satisfies
the following differential equations when N tends to infinity:

dm(t)

— = m(t) - Q(m(t)), given m(0). (2.1)

O]

The ODE (2.1) is called the limit ODE. It provides the results for the
population of size N — oo, which is often an unrealistic assumption for real-life
systems. When the number of objects in the population is finite but sufficiently
large, the limit ODE provides an accurate approximation and the mean-field
method can be successfully applied.

The transient analysis of the overall system behaviour can be performed
using the above system of differential equations (2.1), i.e., the fraction of ob-
jects in each state of M at every time ¢ is calculated, starting from some given
initial occupancy vector m(0), as illustrated in the following example.

Example 2.2.2. In the following we apply the mean-field method to the virus
spread model, as given in Example 2.1.3. We explain how to obtain the ODFEs,
which describe the behaviour of the system and compute performance measures.

As was discussed in the example, all transition rates of a single computer
model are considered to be constant, except for ki. This rate depends on how
often a computer that is not infected yet is attacked. In this example we assume
that the virus is “smart enough” to attack not infected computers only. The
infection rate then can be seen as the number of attacks performed by all active
infected computers, distributed evenly over all not-infected computers:

m3(t)
ma(t)’

ki(m(t)) = ki - (2.2)
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Figure 2.2: Distribution of the computers over the states of the model. Red,
blue, and green lines show the number of not infected, infected inactive and
infected active computers respectively.

where m(t) = (my(t), ma(t),ms(t)) represents the fraction of computers in
each state of the local model M! at time t, and k1 is the attack rate of a single
active infected computer.

The transition rates are collected in the generator matrix:

—ki(m(t)) ki(m(t)) 0
Q(m(t)) = ko — (ko + k3) ks : (2.3)
k5 k}4 —(k4 + kS)

Then Theorem 2.2.1 is used to derive the system of ODEs (2.1):

ml(t) = —ky- m;),(t) + ko - mg(t) + ks - mg(t),
mg(t) = (kl + ]{74) . mg(t) — (kz + kg) . mz(t), (2.4)
m;;(t) = ks- mg(t) — (k4 + k5) . mg(t).

To obtain the distribution of objects over the states of the model at a given
time, the above ODEs have to be solved. Before the computation the parameters
have to be assigned to the model. Note that while in the following we assume
that a set of meaningful parameters is available, this is not necessarily always
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the case. In case parameters are not readily available they can be obtained by a
number of methods, we refer to Part II of this thesis for more details. In this
example we assume the following parameters:

ki = 2.5, ky = 0.02, ks = 0.01, ks = 0.3, ks = 0.3.

Moreover, the initial conditions have to be fized: m(0) = (0.9,0,0.1).

Figure 2.2 depicts the fraction of not infected, infected and inactive, and
infected and active computers in the system over time. As one can See, in
this example the virus managed to infect more than half of the population even
though the fraction of actively infecting computers remains very low.

Note that for the sake of simplicity in this example the total number of
machines in the population N was not assigned, as we directly moved to the
normalized model. In practice, however, the normalization step has to be taken,
as discussed in Section 2.1.

O

2.3 Beyond Kurtz’s theorem

In the following we discuss a couple of topics, which lie beyond the discussed
above convergence theorem. We first explain how the behaviour of individual
objects within the overall population can be modelled. Secondly, the pos-
sible relaxation on the assumption made when this theorem is formulated are
discussed. Then the behaviour in the stationary regime is briefly recalled.
Local model. The rates of the model for an individual object within the
population may depend on the overall system state (see, e.g., Equation (2.2)),
which means that the local model is a Time-Inhomogeneous Continuous Time
Markov Chain (ICTMC). To formally describe the behaviour of a single indi-
vidual in the population the asymptotic decoupling of the system is used, and
the result is often referred to as Fast Simulation [30, 43|. The main idea of this
method lies in the fact that every single object (or group of objects) behaves
independently from other objects, and can only sense the mean of the system
behaviour, which is described by m(t). The model of one object within the
population is called “local mean-field model” in the following and is defined as:

Definition 2.3.1 (Local model). A local model M" describing the behaviour
of one object is defined as a tuple (S',Q, L) that consists of a finite set of K
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local states S' = {s1,s9,...,5K }; an infinitesimal generator matriz Q : (S' x
SY = R; and the labelling function L : S* — 2VAF that assigns local atomic
propositions from a fized finite set of Local Atomic Properties (LAP) to each
state.

|

Relaxing assumptions. For models considered in practice the assumption of
density dependence may be too restrictive [30]. Furthermore, also the assump-
tion of (global) Lipschitz continuity of transition rates can be unrealistic [16].
Therefore, these assumptions can be relaxed and a more general version of the
mean-field approximation theorem, having less strict requirements and which is
applied to prefizes of trajectories rather than to full model trajectories, can be
obtained. We will not focus on this reformulation of the convergence theorem
here, instead we refer to [20].

Moreover, the mean-field approach has recently been expanded to a class of
models with both Markovian and deterministically-timed transitions, as intro-
duced for generalized semi-Markov processes in [50]; and generally-distributed
timed transitions for population generalized semi-Markov processes [52]. In ad-
dition, the extension towards hybrid Markov population models has recently
been made in [92] and [91].

Stationary behaviour. The convergence theorem does not explicitly cover
the asymptotic behaviour, i.e., the limit for ¢ — co. However, when certain
assumptions hold, the mean-field equations allow to perform various studies
including steady-state analysis. In the following we briefly recall how to assess
the steady-state behaviour of mean-field models as in [71].

The stochastic process (M(N )), which was approximated by the mean-field
model, has to be studied in order to find out whether the stationary distribution
exists. It has been shown that, if the stochastic process is reversible, the fixed
point approximation addressing the limiting behaviour of the overall mean-
field model is indeed valid. Fixed-point is an approximation of the stationary
behaviour of the stochastic process by the stationary points of the mean-field
(fluid) limit [71]. The reversibility of the stochastic process implies that any
limit point of its stationary distribution is concentrated on stationary points
of the mean-field limit. If the mean-field limit has a unique stationary point,
it is an approximation of the stationary distribution of the stochastic process.
The stationary distribution m = lim;_,~ m(t), if it exists, then is the solution
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of:
m-Q(m) = 0. (2.5)

For some models the above equation can not be applied straight-forwardly
and more advanced methods are required in order to approximate the station-
ary distribution or its bounds. This, however, lies out of the scope of this
thesis; for more details we refer to [11].

Error bounds. As a further remark we want to point out that Theorem 2.2.1
allows to establish that, in the limit of the population size, the error of the
deterministic approximation goes to zero. However, we are not able to quantify
the error committed considering an intermediate system size. Details on worst-
case bounds on this error can be found, e.g. in [49], [17].
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BOTNET CASE-STUDY

To illustrate the usability of the mean-field method, we present a model of
a peer-to-peer botnet. Using the obtained model we perform a model-based
evaluation of the botnet, similar to [65]. We compare the results, obtained by a
mean-field analysis to earlier results obtained by [99] for the same peer-to-peer
botnet.

While in this chapter we are not directly interested in obtaining new in-
sights on botnet behaviour, our goal is to show how a quick method of analysis
can be used to obtain different measures of interest that cannot be readily ob-
tained using simulation. The comparison shows that the mean-field method is
much faster than simulation, therefore, it allows to quickly address more com-
plicated and resource consuming questions, such as how the botnet spreads in
different environments. We show that we can obtain deeper insight into the
botnet behaviour, by taking into account the costs for running anti-malware
software and costs that occur due to computers being infected. Furthermore,
we discuss the differences between the mean-field method and simulation and
their respective suitability in different settings.

The chapter is further organized as follows. In Section 3.1 we give a short
description of peer-to-peer botnets. In Section 3.2 the simulation settings are
discussed. The mean-field model of a peer-to-peer botnet is built in Section 3.3,
and the results are provided in Section 3.4. Section 3.5 provides examples
of more advanced studies, that can be performed using mean-field analysis.
Finally, Section 3.6 concludes this chapter.

3.1 Peer-to-peer botnet

In the following we give a short definition of the peer-to-peer botnet, based
on [47]:
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o A peer-to-peer network is a network in which any node in the network can
act as both a client and a server. In a peer-to-peer architecture, there is
no centralized point for command-and-control (C&C).

e A botis a program that performs user centric tasks automatically without
any interaction from a user.

e Botnet, also known as zombie army and Web robots, is the generic name
given to any collection of compromised PCs controlled by an attacker
remotely [41] or a network of malicious bots, that illegally control com-
puting resources.

Nodes in a peer-to-peer network act as both clients and servers such that
there is no centralized coordination point that can be incapacitated, which
make the botnet less vulnerable to the detection of a single bots. If nodes in the
network are taken off-line, the network continues to operate under the control of
the attacker. Different malicious botnets have been formed in the past, some
of these used existing peer-to-peer protocols for spreading (e.g., Peacomm,
Phatbot) while others have developed custom protocols (e.g., SpamThru, Sini).

A peer-to-peer botnet can be seen as a very large population (possibly all
computers in the Internet) of interacting components (peers), where infected
nodes infect more and more other computers. Due to the large number of (po-
tentially) active components, the analysis of the spreading of such large-scale
systems is time consuming and computationally expensive. In this chapter we
use mean-field approximation for the fast and accurate analysis of a generic
peer-to-peer botnet.

3.2 SAN model

A Stochastic Activity Network (SAN) [87] model has been introduced for peer-
to-peer botnets in [99]. It models how the infection spreads through an infinite
population of computers. As illustrated in Figure 3.1 the model closely reflects
the states a computer goes through after the initial infection has taken place.
The original SAN model consists of:

e one place for each phase of infection a system can be in, that can each
hold an unbounded number of tokens, representing the number of com-
puters per phase;
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Figure 3.1: SAN model of the botnet as presented in [99] .

e transitions, which move tokens from place to place, as the infection
spreads, modelling change in the number of computers in each place.

The SAN model represents the entire population of infected computers,
hence, the number of computers in each state (phase) can be directly derived
from the model. However, as the population of computers can be very large
or even infinite, it is only possible to derive measures of interest from the SAN
model using simulation. The main focus in [99] has been the computation of
the mean numbers of computers in each of places, which has been obtained
by simulating the system 100 times. This is very time consuming and compu-
tationally expensive. Therefore, we propose to apply the mean-field method
to model the botnet spread in order to obtain faster results and an extended
knowledge of the system behaviour.

3.3 Mean-field model of the botnet behaviour

In the following we explain how to build a mean-field model of botnet propaga-
tion. We first develop an individual model, which reflects the behaviour of a
single computer. This model is based on the SAN model from [99]. The states
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of the mean-field model mirror the states of the SAN model with one exception.
To be able to represent the whole population we add a state, which corresponds
to a non-infected computer. The local model is depicted in Figure 3.2 and the
corresponding transition rates can be found in Table 3.1. In the following we
provide more information on the botnet spread as modelled in this chapter.

A computer which is not infected yet (state 1) enters the Initiallnfection
state (state 2) with rate k] and becomes initially infected. Then, it connects
to the other bots in the botnet, downloads the next part of the malware and
possibly moves to state ConnectedBot (state 3) with rate ko. If the computer
for any reason is not able to download the malware it returns to the state
NotInfected with rate ks.

After downloading the malware, the computer joins the botnet as either In-
active WorkingBot (state 4) or as InactivePropagationBot (state 6) with rates k4
and ks, respectively. If downloading the malware is not possible, for example,
because the connection has failed, the computer moves back to the NotInfec-
ted state with rate kg. Once the bot becomes either an Inactive WorkingBot
or an InactivePropagationBot it never switches between Working or Propaga-
tion. Propagation bots spread infections, that is they try to infect as many
new computers as possible. Working bots, on the other hand, do not spread
infection, but work on harming the target, e.g., sending spam or performing
denial-of-service attacks.

In order not to be detected, the bot is inactive most of the time and only
becomes active for a very short period of time. Transitions from Inactive-
PropagationBot (state 7) to ActivePropagationBot (state 5) and back occur
with rates k7 and kg, respectively. The transition rates for moving from Inact-
iveWorkingBot to Active WorkingBot and back are denoted kg and kg, corres-
pondingly.

The computer can recover from its infection, e.g., if an anti-malware soft-
ware discovers the virus, or if the computer is physically disconnected from
the network. It then leaves the InactivePropagationBot state or the Active-
PropagationBot state and moves to the NotInfected state with rates ki3, k14,
correspondingly. The same holds for the working bots; the transition rates of
Inactive WorkingBot or Active WorkingBot recovery are ki1, k12, respectively.

The transition rates for the local model are constant, with the only excep-
tion of £, which depends on the number of active propagation bots in the
environment, as more computers are actively spreading the virus the more of-
ten an infection occurs. We provide more information on the infection rate
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Figure 3.2: A local model M! of an individual computer.

when the global mean-field model is built and the information on the whole
population is available.

The obtained local model consists of seven states (S’ = {s1,...,s7}), where
each state represents a certain phase of the infection of a single computer. The
states are labeled as follows:

L(s1) = NotInfected, L(s2) = Initiallnfection, L(s3) = ConnectedBot, L(s4) =
Inactive WorkingBot, L(ss) = Active WorkingBot,

L(s¢) = InactivePropagationBot, L(s7) = ActivePropagationBot. The rate
matrix R of the local model M! is as follows:

0 K 0 0 0 0 0\
ks 0 ks 0 0 0 0
ks 0 0 ks O ks O
R=| 4%, 0 0 0 & 0 0 (3.1)
ks 0 0 ks 0 0 0
ks 0 0 0 0 0
\ks 0 0 0 0 ki O

The generator matrix Q of size |S!| x |S!| can be computed from the rate matrix
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as follows: for states s; # s2 Qs, s, is equal to the transition rate R, ,, i.e.
the probability to move from state s; to state sa. For s; = s3 @, 5, is equal
to the negative sum of all the rates in row sj.

Recall that together the state space S!, the generator matrix @ and the la-
belling function define the local mean-field model according to Definition 2.3.1.
The transition rates are fully available (including k]) when the global model
is built.

Once the model of a single computer is built, the overall mean-field model
MO can be constructed, as described in Section 2.1. The structure of the model
remains unchanged (see Figure 3.2), however, the state of the overall model
m = (m1,ma, ..., m7) represents the fraction of computers in each state of the
local model, where m; corresponds to the fraction of NotInfected computers,
etc.

Given the overall model definition, the time or population-dependent trans-
ition rate can be chosen as in Example 2.2.2, where the botnet is “intelligent
enough” to target only not infected computers uniformly!:

my(t)
mq (t) '

kr(m(t)) = ku -

The system of ODEs, describing the transient behaviour of the global mean-
field model M© can be obtained based on Theorem 2.2.1 as follows:

(M (t) = ksmo (t) + kems (t) + k11m4(t)
+Ek1oms(t) + kisme(t) + (k1a — k1)mz(t),
ma(t) = —(ka+ k3)ma(t) + kimr(t),

) m:;(t) k2m2(t) — (k4 + ks + kG)mg(t), (3 2)
m;;(t) = kyms (t) — (k}7 + ku)m4(t) + kgms (t), '
ms (t) = k7m4(t) — (k’g + k?lg)m5 (t),
me(t) = ksms(t) — (ko + k13)me(t) + kiome (1),

\ M7(t) = kgm(;(t) — (klo + k:14)m7(t).

The initial conditions m(0) have to be chosen before the calculation can be
started. We fix initial conditions later in this chapter.

'Note that the above modelling decision was made to match the existing SAN model
and may not completely reflect realistic botnet spreading.
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3.4 Mean-field versus simulation

In this section we discuss the results that have been obtained for this model
using the mean-field method in detail and compare them to the simulation
results we obtained by reproducing the SAN model given in [99]. We carried
out a similar series of experiments as in [99]; the chosen parameters for all
these experiments are given in Table 3.2.

As was mentioned before, the goal of this chapter is not to study the growth
of botnets under different conditions, but to compare the results obtained
from mean-field approximation with those obtained from simulations. Hence,
we compare results for a representative selection of experiments in order to
discuss the advantages and disadvantages of both approaches.

3.4.1 Simulation set-up

The model was simulated using the Mobius tool [31]. The initial conditions
for each experiment are as follows: 200 computers are located in the place
ActivePropagationBots in the SAN, and all the other places are empty. The
transition rates can be found in Table 3.2.

Note that the simulation results shown here differ from those in [99]. In
consultation with the authors of [99] we found a small mistake in the simulator
settings they used: because the rates in the SAN model are marking depend-
ent, a flag has to be set in the Mobius tool to ensure that the rates are updated
frequently. Not setting this flag can result in inaccurate numbers of propaga-
tion bots, as illustrated in Figure 3.3. The blue dashed line corresponds to the
mean number of propagation bots obtained from the unflagged simulation for
the baseline experiment (see Table 3.2). When the flag is not set the number
of computers in each place is not updated, which results in the overestimation
of the number of infected computers. Once the flag is set correctly the results
of the M6bius simulation match the mean-field results, as will be shown later.

We performed a number of experiments (see Table 3.2) in order to compare
the simulation of the SAN model with mean-field results. Each experiment
covered one week of simulated time and was replicated 1000 times. The mean
values and 95% confidence intervals of the measures of interest have been
obtained.
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Figure 3.3: Number of propagation bots over time: blue solid line represents
the mean value obtained from the Mobius simulation before the rates-updating
flag was set; black bars correspond to the 95% confidence intervals obtained
from the Mobius simulation with the flag set; red solid line shows the results
obtained from mean-field approximation.

3.4.2 Mean-field setup

We use Wolfram Mathematica [103| to obtain solutions for the set of differential
equations (3.2) coupled with the transition rates from Table 3.2. To obtain
the same initial conditions for the mean-field model as for the SAN model we
need to take the NotInfected state in the local model into account. As in the
SAN model the population size is not bounded, the number of not infected
computers has to be set to infinity, however, in our model we limit the size of
the population, which is closer to the reality, as in practice the total number of
computers is finite. Therefore, we set the size of the population for mean-field
model large, but finite. Given an overall population of N = 100, the fraction
of computers in the state NotInfected is initialized as m1(0) = (N — 200)/N,
the fraction of computers in the state ActivePropagationBot is initialized as
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m7(0) = 200/N, and the fractions of computers in all other states are initialized
as zero.

3.4.3 Number of propagation bots (baseline)

Figure 3.3 shows the number of the propagation bots in a botnet. The number
of propagation bots (both active and inactive) has been taken as measure of
interest since they actively infect “healthy” computers.

The red solid line depicts the mean-field results of the baseline experiment
together with the 95% confidence intervals of the “flagged” Mobius simulation.
As can be seen, the mean-field results are very accurate in this case, since they
lie mostly within the confidence intervals, even though the confidence intervals
are very narrow.

The blue dashed line represents the mean value of the original Mobius sim-
ulation from [99]. Comparing the original M&bius results with the new results
from the correct simulator setting reveals that the number of propagation bots
(both active and inactive) differs from the results stated in [99]. During the
first fifty hours the unflagged simulation provides slightly lower results (about
20%), however, on the scale of the figure this difference is hardly noticeable.
Starting from fifty hours, the unflagged simulation over-estimates; after a week
(168 hours) the difference is about 42% (754755 versus 440073). Note that the
simulation takes longer than 5 days of runtime, as opposed to 1 second for the
mean-field method. We come back to this at the end of the section.

3.4.4 User factor (Experiments 1-2)

To investigate the influence of users on the growth of botnets, Experiments 1
and 2 have been done in [99]. The ProbInstallnfection is reduced to 60% and
40%, respectively, as compared to the baseline experiment, to represent a lower
probability of, e.g., opening infected files. The results are presented in Figure
3.4, together with those from the baseline experiment. A logarithmic scale has
been chosen for the number of propagation bots, in order to better visualize
the exponential growth. For both experiments, the results obtained with the
mean-field model are again very accurate and lie well within the confidence
intervals most of the time.
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Figure 3.4: Number of propagation bots over time in the baseline experiment
and in Experiment 1 and 2 obtained from Mo6bius simulation and from mean-
field analysis.

3.4.5 Removal rate (Experiments 3-6)

To investigate how efficiently anti-malware software can control or even stop
the botnet spread, experiments with increased removal rates have been done in
[99]. To compare both of the approaches, we conducted a series of experiments,
where the removal rate of active propagation bots varies between 0.01 and 0.1.
The mean-field approximation provides an explicit result, which in most of the
cases lies well within the 95% confidence intervals (see Figure 3.5).

3.4.6 Observation about the method

At first sight the high accuracy of the analytical results might be surprising,
since the underlying assumption of mean-field approximation is that the num-
ber of interacting components is large. However, apparently in Experiment 3
(cf. Figure 3.5) the initial set of active propagation bots hardly gets a chance
to infect more computers before being disinfected themselves. In terms of the
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Figure 3.5: Number of propagation bots over time in Experiments 3, 4, 5, and
6, obtained from Mobius simulation and from mean-field analysis.

local model, it means that the transition from the state NotInfected to the
state Initiallnfection is taken by (almost) none of the computers. This trans-
ition happens to be the only one whose rate depends on the environment; if we
remove it from the local model, we obtain a CTMC with constant rates. The
ODEs (3.2) of the global model that result from such population-independent
local model are easily seen to be the Kolmogorov differential equations, whose
solution is the probability distribution over the states of the CTMC as a func-
tion of time.

Also, removing this transition in the SAN simulation model reduces it to a
set of many independent CTMCs. Taking the number of markings (number of
objects) per state as a function of time, and dividing by the total, obviously
results in an unbiased estimate of the probability distribution of the local model
in the course of time. Thus, clearly the two approaches should match, as they
in fact do and this explains why the mean-field results are still accurate, even
though in this case the overall number of components is small.
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Experiment | Simulation Mean-field
Baseline 5d 3 h 25 min | 1 sec
Exp. 1 9 h 51 min 1 sec
Exp. 2 5 h 37 min 1 sec
Exp. 3 31 min 1 sec
Exp. 4 40 min 1 sec
Exp. 5 45 min 1 sec
Exp. 6 36 min 1 sec

Table 3.3: Time spent on simulation and mean-field approximation.

It is interesting that the confidence intervals in Experiment 6 are much
narrower than the ones in Experiment 3. As the average number of propagation
bots decreases over time, the confidence intervals seem to get wider on the
logarithmic scale (see Figure 3.5). In fact, however, the absolute width of the
intervals gets smaller, but less quickly than the estimate itself. The reason for
this is that the actual number of propagation bots always is a non-negative
integer; therefore, when the estimated average decreases far below 1, it must
be the average of many 0’s and a few 1’s (or even fewer higher integers). Such
an estimate inherently has a large coefficient of variation; in fact, this is the
main problem of rare-event simulation, cf. [53].

Another thing to remark about these experiments, is that when the number
of propagation bots reaches 0, and there are also no bots in the states Initialln-
fection and ConnectedBot anymore, no new infections can occur. The number
of propagation bots will then remain 0. Thus, when the graph indicates that
after a week the average number of propagation bots is about 0.01, this means
that in most (about 99%) of the simulation runs the botnet is extinct and will
stay so, while only a few runs still have some botnet activity.

3.4.7 Run time

In Table 3.3, the computer run times for the simulation and for the mean-
field computation are compared. The results have been obtained on a Core-
i7 processor with 3 GB RAM and 4 cores and hyper threading. One sees
that the simulation can take a very long time, namely up to several days,
while the mean-field approximation is always done within one second. The
difference between the simulation time for the different experiments is due to
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the marking dependency of the rates. For example, in the baseline experiment
the number of ActivePropagationBots is large, hence, the rate of infection
becomes very large and more time is needed to simulate the resulting large
number of events. The time spent on the simulation of the experiments with
lower numbers of computers involved is reasonably smaller; however the mean-
field approximation is still much faster in all cases. In any case, the simulation
times should only be taken as indications, since the simulations have not been
run completely independently, but in parallel pairs on a 4-core computer, so
the jobs may have interfered with each other.

3.5 Exploiting the speed-up

In the previous section we have shown how fast and efficient the mean-field
method is (cf. Table 3.3) and that the obtained approximation is quite ac-
curate. This allows to use the-mean field method to address problems which
are not feasible using simulation. In this section we discuss two types of such
problems:

1. The dependence of botnet spread on two (or more) parameters.
2. The cost constraints involved in the botnet behaviour.

In the following we illustrate how mean-field method can be used to analyse
broad variety of properties.

3.5.1 Removal rates of active and inactive bots

The removal (disinfection) mechanisms for inactive and active bots differ, and
while active bots are relatively easy to identify, detection of inactive bots is a
bigger challenge. However, infected bots are programmed to stay active very
shortly and remain inactive most of the time, therefore, increased detection
rate of active bots while inactive bots left out of the control, might not be
enough to control the speed of the botnet propagation. Hence, the question of
how to distribute the effort/money in controlling botnet stays open. We will
investigate three possibilities:

e improve the deactivation of the active bots (relatively easy);

e improve the deactivation of the inactive bots (more difficult);



42 3.5 Exploiting the speed-up

0.02
| 0.04
e 0%k 008

| 7000

PropagationBots

| 2000

0.0010

Figure 3.6: Number of propagation bots for (k13,k14) € [8-107°;1073] x [8 -
1073;107Y] at time T = 3 days, all other parameters are the same as for the
baseline experiment (see Table 3.2).

e find the best combination of the two previous ways.

The authors of [99] used time-consuming simulation to show in a couple of ex-
amples that there is no considerable difference in increasing the detection /deac-
tivation of active or inactive bots (namely increasing the removal rates ki1, k13
or k12, k14). The mean-field method allows to make the analysis faster and to
obtain more information. We, therefore, are able to access the dependence of
number of propagation bots as defined by Equation (3.2) on two removal rates.
It is done by fixing the initial conditions and twelve parameters to the baseline
values (see Table 3.2), and let the two remaining parameters change, namely
k13 € [8-107°;1073] (for inactive propagation bots) and ki4 € [8-1073;107}]
(for active propagation bots). Figure 3.6 depicts the dependence of number
of propagation bots in the network in three days after the botnet started to
spread on two parameters, namely ki3 and ki4.

As one can see, Figure 3.6 is symmetric with respect to the two chosen
parameters, therefore, there is indeed no considerable difference in a system
behaviour when either of the two parameters is slightly increased. The peak in
the Figure corresponds to the rates in the baseline experiment, and increasing
removal rates k13 and k14 have an identical impact on (decreasing) the number
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of propagation bots in the system in three days time.

As was discussed before, inactive computers are much harder to detect
(increasing ki3 is more difficult), therefore the above results might help the
developers of anti-virus software to choose a better strategy for botnet removal,
namely, the first strategy, which focuses on the easier task of detecting active
bots.

The results presented above have been obtained using Wolfram Mathem-
atica, and the execution time equals 2.61 minutes, while only one simulation
for a given set of parameters might take between 36 minutes and 5 days (see
Table 3.3).

3.5.2 Cost introduced by the botnet

Next, we introduce a cost concept to analyse the economical side of infection
spread. Two types of costs are considered:

e the cost of a computer being infected, that occurs for example due to the
loss of information or productivity;

e the cost of more frequent checking with antivirus software or updating

it.
On the one hand the number of infected computers and, hence, the cost grows
if computers are not frequently checked. On the other hand, if computers
are checked too often the botnet is not growing, but running the antivirus

software becomes very expensive. We analyse this trade-off in more detail in
the following. We calculate the cumulative cost as follows:

C(to,t1, RR, D1, Dy) = [ (D - InfBots(t, RR)+

3.3
Dy - RR- N)dt, (3:3)
where (from the left to the right)

e RR is the change in removal rates kiq, ..., k14 with respect to the rates
in the baseline experiment, i.e. ki1 = RR - k11 pasetine and similarly for
k12, k13, k14;

e D is the cost of infection;

e InfBots(t, RR) is the number of infected computers for a given RR, at
time ¢, including active and inactive working and propagation bots:;
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Figure 3.7: Cost of the system performance for D; = 0.01, Dy = 4-107°, and
RR € [0.001;5].

e D> is the cost of checking one computer, which probably is much lower
than the cost of infection (Dy);

e N is the number of all computers in the system.

Figure 3.7 depicts how the introduced cumulative cost changes over time for
varying removal rates, that change with factor RR € [0.001;5]. The involved
costs are chosen as such in order to illustrate that infection is “more expensive”
than running/updating antivirus, namely, D; = 0.001 and Dy = 4 - 1075,

For low removal rates (RR between 0 and 1) the cost grows exponentially
with time due to the fact that the number of infected computers is large as
they are not removed from the network fast enough. The loss of productivity
(cost) is highest for RR = 0.001.

High removal rates (RR between 5 and 10) introduce a linear dependency
of the cumulative cost on time and RR since the network is checked “too often”.

The “valley” between RR = 2 and RR = 4 corresponds to the best strategy,
when the network is checked frequently enough to prevent the spread of the
botnet, but not “too often” to introduce extra cost (loss of productivity).

We see that the mean-field method can be easily used for finding the re-
moval rates which minimize the cost at a given moment of time. It can help net-
work managers with careful decision-making, based on the situation at hand.
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Even though not all parameters might be known in reality, such analysis can
help to obtain a better understanding of the characteristics of botnet spread.
The speed-up that was gained by applying mean-field method is again con-
firmed by the time needed for the calculation. Although the time spent on
integration of the cost function is 20.5 minutes, it is indeed a great improve-
ment compared to the simulation time as in Table 3.3, where the simulation
for a fixed set of parameters took at least 36 minutes.

3.6 Concluding remarks

In this chapter we compared different approaches for evaluating a peer-to-
peer botnet spreading. We have shown that the mean-field approach is much
faster than simulation, taking about 1 second instead of minutes to days of
computation time. The results from the mean-field analysis match those from
the simulation very well, being mostly inside the 95% confidence interval.

Due to the speed-up of the mean-field method we have been able to ad-
dress various questions which cannot practically be answered with simulation,
such as questions involving cost trade-offs; this is useful in typical engineering
applications. One can think of other questions to address, however our aim
was to show the potential of the method by addressing problems which can
not be solved using simulation.

In general, the mean-field method is only a first-order approximation to
the real Markov chain model, which becomes better as the number of entities
involved increases. However, in the present case-study we did not observe any
significant difference between the mean-field results and the simulation results
of the full model. In contrast to the mean-field approximation, the precision of
the simulation results suffers when the mean number of bots being estimated
gets closer to zero. This is because the standard deviation does not go to zero
as fast as the mean value.

The present research shows the usefulness of the mean-field approach, as
it is able to provide very accurate results very quickly. However, even in cases
where mean-field results are less accurate for small population numbers, it can
be useful as a quick check of the simulation. In fact, the simulator setting
problem discussed in Section 3.4 was found due to the mismatch with the
mean-field results.
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M odel-based system evaluation allows to study system behaviour prior to
implementation. However, it often suffers from the lack of realistic system
parameters. This is particularly so for large scale distributed systems, like
applications running in the internet, for which a structured measurement set-
up is very difficult to achieve, or even impossible to obtain. This is particularly
the case when studying attacks launched via the internet, like computer worms.

This part aims to obtain a better understanding of the spreading phase
of a computer worm, and does so by combining a mean-field model of worm
behaviour with parameter fitting techniques, and illustrates this on the case of
Code-Red worm. We explain how to build a mean-field model of the worm,
and how to estimate the corresponding parameters, so as to find the best fit
between the available data and the model prediction. We also discuss a number
of intricate technical issues, ranging from the additional (preprocessing) work
to be done on the measurement data, the interpretation of the data; to, for
instance, a restructuring of the model (based on data unavailability), that has
to be performed before applying the parameter estimation procedures. The
presented model and parametric study is, as far as we know, the most detailed
study of the spreading phase of Code-Red.

This part is further organized as follows. In Chapter 4 the motivation of
the case-study, background information on parameter estimation, and related
work are presented. Chapter 5 provides the set-up of the case-study, including
history of the Code-Red, available data, and mean-field model of Code-Red
spread. Chapter 6 provides the results of the Code-Red case-study and con-
cluding remarks.






4

PARAMETER ESTIMATION FOR
MEAN-FIELD MODELS

With this chapter we provide background information on the case-study based
on Code-Red worm. We first motivate the case-study in Section 4.1. Then in
Section 4.2 the techniques, used for the parameter estimation, are described.
The overview of related work is done in Section 4.3. Section 4.4 concludes this
chapter.

4.1 Motivation

In Part I of this thesis we performed a (mean-field) model-based evaluation
of a peer-to-peer botnet. In doing so, we provided insight in the behaviour
of the botnet. Over the last few years, there has been an interest in better
understanding the way computer viruses spread, for instance using simulation
or simple differential equation models, cf. [88], [99], [108]. Following such a
model-based approach, in general, helps to understand systems under varying
circumstances, e.g., the transient behaviour of the system, periodicity, the
long run system behaviour, how stable the system is under the influence of the
environment, etc. Sometimes also effects of countermeasures can be evaluated,
by changing the parameters that impact the effectiveness of countermeasures
(see, e.g., Sections 3.4 and 3.5).

Despite the fact that model-based evaluation is widely used for real systems,
it often suffers from the lack of realistic parameters. The latter is due to the
fact that parameter values closely (or absolutely) reflecting the real system
behaviour are difficult to obtain. To ensure that the model complies with the
system, parameters can be assigned by, for example, one (or combination) of
the following methods:
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1. Predefined experimental settings. The experiment is set in a predefined
environment with the predefined parameters, i.e., the system is set up
to behave in a certain way. In this case the assigned model parameters
exactly reflect the system behaviour. However, the system is evaluated
in an experimental, or so-called “synthetic”, settings (e.g., in a local
network), which might be not 100% realistic.

2. Analysis of a system. Obtaining inside information on the system, for
example, by analysing the code of the computer virus. In most cases such
analysis does not allow assigning values to all parameters of the model of
this system, as information is not sufficient. It is possible to see how the
system is supposed to behave, however, the influence of the environment
can not be seen.

3. Using measurements. In this case the real system behaviour is meas-
ured and the parameters are approximated based on the obtained data.
Various estimation techniques can be used to assign realistic parameter
values.

In this part of the thesis we follow Method 3, that is, we discuss how meas-
ured data can be used to obtain the parameters of a mean-field model. In gen-
eral terms, there exist a number of parameter estimation techniques, such as,
least squared error 1], maximum likelihood |78], generalized maximum spacing
estimates [38], generalized method of moments [48], etc. These methods are
widely used in application areas such as biochemical reactions [76], computer
vision [106], cosmology [73], etc. We will use two well-known parameter es-
timation methods, namely, least squared error [1] and mazimum likelihood 78|
for this case-study. The above two methods are chosen because they are com-
monly used in the fields, where models, similar to the mean-field model are
used, for example, in system biology or chemistry.

Unfortunately, many real systems can not be properly measured, which
limits the possibilities to match the model output to the real system beha-
viour. Moreover, even if measurement data is available in some form, it is
often difficult to obtain meaningful parameters, as the data is often only par-
tially available, or the performed measurements do not match the needs of
the model. This is exactly the challenge we encountered when trying to para-
metrise our mean-field models, and about which we report in this part of the
thesis.
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We will use the mean-field approach to model the spreading phase of a
computer worm, in particular, the Code-Red worm [77|, and measurement
data in combination with the two aforementioned parameter fitting techniques
to assign the parameters of the obtained mean-field model.

The aim and contribution of the current case-study is threefold. First of
all, the study shows how a single behavioural model of a virus can be used
as basis for modelling virus spread, using the mean-field approach. Secondly,
the study illustrates that such a model can be parametrized well, based on
measurements performed during the outbreak, using standard parameter es-
timation techniques, provided the measurements are very carefully dealt with.
Third, and maybe most importantly, this part of the thesis discusses the chal-
lenges encountered when performing such a detailed modelling study, in which
the measurements, when studied in detail, show all sorts of artefacts that are
easily overlooked, but do have a substantial impact on the estimation proced-
ure. Hence, the contribution of this case-study not only lies in the final fitted
model, but also in the description of the process to come to this model.

4.2 Parameter estimation procedures

In this section two parameter estimators are discussed. Let us first introduce
some notation.

The measured data is represented by the trace O(t,), where ¢, is a time
stamp for each element of the trace, i.e., the time when value O(t,) was ob-
served; r € {1,..., R}, and R is the size of the data trace. For simplicity of
notation we assume that there is one trace of data available. In Table 4.1 an
example of a data trace is presented, where the size of the data trace R = 8, the
data was measured once per unit of time, therefore, t; = 1,to = 2...tp = 8§,
and the observed values are O(t;) = 1,0(t2) = 2...0O(tr) =9 as given in the
right hand column.

For validation of the obtained results we introduce the vector of number of
hosts in each state M (t) instead of the fractions m(t). In this case we reverse
the normalization step (see Section 2.1) in order to come back to the actual
number of hosts per state of the local model, which makes it easier to compare
the real data with the output of the model:

M(t) = N -7 (t). (4.1)
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Timestamps | Observation
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Table 4.1: The example of the trace of a data.

Note, however, that vector M () does not necessary contain integer numbers,
as it is obtained from the mean-field model, where fractions of objects are
evaluated. The above notation will be used when addressing the measured
data.

The data trace O(t,) is compared to the output of the mean-field model
MO, more precisely, to the number of objects in a corresponding state of the
local model, M;(t,) at the time, the observation was made. The parameters of
the mean-field model to be estimated are denoted as Aq,..., Ap.

There exist several measures of quality, which describe how good observa-
tion data fits to a model. One of the simplest and therefore popular measures
is the squared error [1]. The squared error measures the squared euclidean
distance between the model prediction and the actual data at the respective
observation time points, and is defined as follows:

R
€= [10(t:) — My(t,)|>. (4.2)

The squared error obtained from Equation (4.2) has one disadvantage, namely,
it represents the result in the actual values, which might be inconvenient due to
the different orders of magnitude of the observations. For example, a squared
error of 35 is quite big when the mean of the observed data is in the order of
102, however, the same value is considered very small for data with mean value
in order of 10°. Therefore, it is more useful if the measure of interest would not
show the difference between the observation and model output, but how big
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this difference compared with the mean value of the observed data. To obtain
such measure of interest, which allows us to better understand how close the
data is compared to the prediction of the model, is the relative squared error
(0 < &l < 1), defined as in [102]:

S O() — Mi(t,)]?
gre - -~ 9 4.3
SR o) -0l 4-3)

where O is the squared error of the default (simplest) predictor (or just the
average of the actual data) [102|. Note that the relative squared error becomes
independent of the nature of the data, unlike the squared error in (4.2).

To guarantee the best fit the parameters that minimize the relative squared
error have to be found, i.e., we need to find

1s-- .y Ap = argmin . (4.4)
Alyeens AP

Another way to measure the estimation quality is the so-called likelihood [78|.
Assume that the observations contain a normally distributed error with mean
zero and variance 2. Formally, we then have

where € ~ N(0,0), and therefore O(t) is distributed as N (M;(t),c). Thus,
the density of observing O(t) given a real value m;(t) is given by

1 _(O(t)*l\;[i(t))z L5
Vo= (4.5)

If in addition we assume that all observations are statistically independent,
we can define the likelihood L as the density of observing the data given the
current model output:

f(O) | Mi(t)) =

R

L=1]ro) | Mit)). (4.6)

r=1

To obtain the parameter valuess which will fit the model output best according
to the observed data, the likelihood has to be maximized, i.e., we have to find

1y  Ap = argmax L. (4.7)
ALy Ap
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In order to simplify and unify the computation, we define the negative log-

likelihood L* as 5 o
L — _Zrzl log f(o(tT) | M(tT)) )
R
The negative log-likelihood is divided by the length of the data trace R in order

to make it independent of the length of the data. We minimize it in order to
find the best estimates:

(4.8)

1,..., Ap = argmin L™, (4.9)
ALy AP

Compared to &, £* has an extra factor, namely the variance 2. If the
variance (or standard deviation) is set to 1 we expect that the optimization
of both measures of quality yields the same results, however, the variance can
be seen as an extra parameter in the optimization process, which potentially
might help to yield better results. In this case we have to find

1y -y Ap,0° = argmin L*. (4.10)
Ay AP,O
We discuss this possibility in Section 6.3.
Given the two measures of quality, the minimization is the last step in
finding the model, which fits best. There exist a number of methods which can
be used to find the global minimum of a given function [78|:

e Analytical method. With this method we find the derivatives of the meas-
ure of quality with respect to the parameters and set the resulting gradi-
ent to zero. After finding extrema we find which of these is a minimum
using the second derivative. This method is rarely used, as the analytical
solution is often not available.

o Grid search method. With this method one repeatedly tries each possible
value of the parameters in a predefined region, and finds the parameters
which give the minimum value of the measure of quality. This method
is not practical when the number of parameters grows beyond 2 or 3.

e Numerical method. The most common methods employ numerical al-
gorithms for finding the minimum, such as available in, e.g., MAT-
LAB’s optimization toolbox [75] or Wolfram Mathematica Optimization
Tools [105]. These tools use more advanced methods, than mentioned
above grid search.
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In the following we use numerical methods for finding the minimum squared
error and the negative log-likelihood. We exploit the Wolfram Mathematica
Optimization function NMinimize [104] to minimize the measures of quality.
This function always attempts to find a global minimum of a given measure of
quality subject to the given constraints, and it can employ one of the follow-
ing numerical methods: Nelder-Mead method [79]; differential evolution [93];
simulated annealing [60]; or random search [107]. The accuracy and number
of iterations can be altered in order to obtain the best solution and the desired
precision. We discuss the application of the above methods to the Code-Red
case study in Capter 6.

4.3 Related work on parameter estimation

4.3.1 Differential equation model

To the best of our knowledge, parameter estimation techniques have not yet
been applied to mean-field models before. However, such techniques have been
used for estimating parameters of differential equations. For example, in [101]
differential equations are promoted as an important tool in studying chemical
reactions. Note that, the assumptions made for obtaining such equations are
very similar to these made when building models for large population system
using the mean-field approach. The author of [101] proposes to use techniques
based on squared error to estimate parameters of the obtained differential equa-
tions and presents evidence that this method works well for these equations.

More advanced techniques for obtaining the parameters of differential equa-
tions were proposed. For example, [84] proposes the parameter cascade al-
gorithm that combines data smoothing and a generalization of profiled estima-
tion [10]. The proposed algorithm is shown to yield results at least as good as
other approaches, and rather better than estimation based on squared error.
Another advantage of the algorithms is that initial conditions of the differential
equations do not need to be set in advance.

4.3.2 Hybrid Markov population models

Authors of [91] have illustrated the way to assess the arrival rates for system
of many servers with a time varying load from real data. Although estimating
the parameters of the model was not the main focus of the above paper, we
briefly discuss it here, as it is closely related to the goals of our case-study.
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The mean-field method was used to model the behaviour of a system with
a large number of services. A widely analysed dataset of all entries to the
World Cup 1998 website [3] shows how the website was accessed during its
lifetime. This dataset was used to approximate the arrival rates for the mean-
field model, which were set to be a piecewise constant function with values
equal to the average number of accesses during each hour (as was available in
a dataset).

Although the approach used in [91] shows how some of the parameters of
a mean-field model can be estimated using measurements, it is different from
the methods used in our case-study. It uses the data directly, by obtaining
the mean values, while in this thesis we perform parameter estimation by
minimizing the difference between the model prediction and the measured data.
Note that the approach used in [91] is applicable for a limited number of case-
studies and only for some of the parameters, while using parameter estimation
techniques all parameters values can be assigned if enough data is available.

4.3.3 Code-Red worm

The data used in our study was collected and studied by The Cooperative
Association for Internet Data Analysis (CAIDA); the results were presented
in [77] where the background of the worm as well as the details of the data
collection were discussed. This paper provides insights in the infection and
deactivation processes. Moreover, geographical locations and types of the dif-
ferent infected hosts were studied. The authors conclude that at July 19th
between 11:00 and 16:30 UTC the infection grows exponentially (citing the
work of Staniford [88]). However, no formal model of the worm is provided.
In the following chapters we will introduce the mean-field model for the
Code-Red worm and use parameter estimation techniques to assign meaning-
ful parameters to the obtained model. In the past other researchers have
modelled this worm with different methods, however, there are similarities in
the assumptions made, which confirms the suitability of the proposed model.

4.3.3.1 Epidemiological model

In the work of Staniford [88], a model is proposed to explain the infection rate of
the Code-Red worm. The proposed model is very similar to an epidemiological
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model, and is built on the same principles as explained in Chapter 2:
da/dt =K -a-(1—a),

where K is the infection rate of one compromised machine, and a is the fraction
of compromised machines. This model is explained as follows: each of the a
infected machines is able to compromise K machines per unit of time while
only 1 — a machines are not infected yet. Moreover, the author provides a
manually made fit to the data, obtained from [37]. The parameter K was
obtained manually, and no formal explanation was provided.

4.3.3.2 Two-factor worm model

Another model of Code-Red worm propagation was proposed by Zou et al. [108].
The proposed model was based on the classical epidemiological model, which is
modified in order to provide a better accuracy. The so-called two-factor worm
model includes two additional aspects:

e human countermeasures against worm spreading (patching, rebooting,
etc.);

e slowing down of the worm infection rate due to the worm’s impact on
internet traffic and infrastructure.

Adding these factors allowed to explain the slowing down of the worm spread
before midnight of July 19, 2001 (we discuss this in more detail in Section 5.4).
The two-factor worm model is as follows:

dS(t)/dt = —p(t)-S(t)-1(t) —dQ(t)/dt,

dR()/dt = - I(D),

dQ(t)/dt = p-S(t)- J(1),

B(t) = Bo-[1—1(t)/N]",
where N = S(t) + I(t) + R(t) + Q(¢t), I(0) = Iy < N;S(0) = N — Iy,
R(0) = Q(0) =0, and S(t), I(t), R(t),and Q(t) are the number of susceptible,
infectious; removed from infected, and from susceptible hosts®, respectively.
This model was compared against the data collected on July 19, 2001 (again

for the number of infected machines only). The outcome of the model did fit
the data well for the proposed parameter set. However, no evidence on the
source of the chosen parameters was provided.

'The rest of the notation can be found in Table 1 of [108].
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4.4 Summary

In this chapter we argued that existing model-based evaluation techniques
might benefit when combined with parameter-estimation methods. We briefly
described two parameter estimation techniques, which will be used in this part
of the thesis. We provided related work on parameter estimation for differential
equations, and mean-field models. Moreover, we discussed related work on the
Code-Red virus, which will be used is this case-study.
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CODE-RED WORM MODEL AND
AVAILABLE DATA

In this chapter we present a case-study, based on the Code-Red worm. In
Section 5.1 we recall the main properties of the worm and its history. A mean-
field model which describes the Code-Red attack is presented in Section 5.2.
In Section 5.3 we discuss the data provided by The Cooperative Association
for Internet Data Analysis (CAIDA). The proposed model is re-assessed in
Section 5.5 in order to match the available data and the model.

5.1 Code-Red. Introduction

On June 18, 2001, information about a buffer-overflow vulnerability in Mi-
crosoft’s Internet Information Server IIS web servers was released by eEye [13],
which was followed by a Microsoft patch eight days later [36]. On July 12, 2011,
the Code-Red worm version 1 (further referred as CRv1) started to spread by
exploring this vulnerability. There was no direct damage from CRv1, except
for the following message:

Welcome to http://www.worm.com!
Hacked by Chinese!

which was displayed on the home pages of some infected servers. CRv1 did not
spread widely due to the static seed in the pseudo-random number generator,
which caused the worm to scan (try to infect) a list of machines (servers) which
was identical for each infected host. The only tangible effects were visible in
local networks due to the additional resources consumed on infected hosts; the
impact on global resources was negligible.
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Following CRv1 on July 19, 2011, at approximately 10:00 UTC, Code-Red
version 2 (further referred as CRv2) started to spread. It appears that unlike
CRv1, CRv2 used a random seed in its random number generator. Therefore,
each of the infected machines tried to infect a different list of randomly gener-
ated [P addresses at an observed rate of, approximately, 11 probes per second.
Although the worm did not cause any direct damage, again apart from the
“Hacked by Chinese” message, CRv2 had a major impact on productivity loss
due to the huge number of infected hosts and probes sent. It infected between
1 and 2 million computers out of a possible 6 million, which is approximately
the number of existing IIS servers at that time [100]. Moreover, since the lists
of IP addresses to infect were drawn randomly, CRv2 was sending probes not
only to vulnerable IIS web-servers, but to all kinds of hosts; although these
could not be infected as such, they could crash or reboot under the attack. It
was the most costly malware of 2001, which resulted in total cost of approxim-
ately $2.75 billion [100], including costs of clean-up. Code Red was deemed by
the FBI to be so dangerous that it could bring down the entire Internet due
to the increased traffic from the scans.

Both versions of Code-Red were programmed to take identical actions when
infecting new machines. First the system clock was checked and then one of
the following actions was chosen accordingly:

e Spreading phase. If the date is between the 1st and the 19th of each
month the worm generates a random list of IP addresses and tries to
infect as many machines in this list as possible by performing port 80
TCP SYN scanning. The request contains code that exploits a known
buffer overflow vulnerability in the indexing software in Microsoft’s IIS,
allowing the worm to run code from within the IIS server.

e Attacking phase. If the date is between the 20th and the 28th the
worm stops spreading and starts a Denial-of-Service attack against the
following IP address: 198.137.240.91, which used to be the IP address
of www.whitehouse.gov. These attacks flooded the servers with so much
useless data that they were unable to function properly [12]. Luckily, the
attackers addressed the whitehouse.gov by IP address and not by URL.
The problem was solved by moving the website to another IP address.
If the attackers would address whitehouse.gov by the URL then URL
would have had to be changed to mitigate the attack.
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e Inactive phase. The worm is inactive after the 28th of each month. It
cannot be wakened and stays in sleep mode unless deliberately executed.

Note that the employed system clock call returns UTC time [90], therefore,
all hosts switch between these three phases simultaneously, unless a host is
malfunctioning, e.g., the system clock is set wrong. The Code-Red worms are
both vulnerable to system rebooting, which means that the infected machine
is disinfected when rebooted, however, the machine remains vulnerable. The
only way to protect a machine is by applying a patch, which was made available
as of June 26, 2001.

The CRv2 worm was able to cause major damage within the 14 hours
it was spreading; at midnight of July 20th it stopped spreading, as it was
programmed to. On August 1, 2001, the worm started to spread again, and
by midnight approximately 275,000 unique hosts were infected (as indicated
by the available dataset [96]).

5.2 CRv2 mean-field model: first attempt

In the following we present a model for the spreading phase of the CRv2 worm
which takes place between the 1st and the 19th of each month. This model
is based on the description of the worm behaviour as given in the previous
section.

Let us first build the local model which reflects the spreading behaviour of a
single host. From the description of the worm we conclude that there are three
modes the machine can be in while the worm spreads: Vulnerable, Infected,
and Patched. This results in the finite local state space S! = {s1, s2, s3} with
|Sl] = K = 3 states. They are labelled as Vulnerable, Infected, and Patched,
as indicated in Figure 5.1. The transition rates are as follows:

e A Vulnerable machine becomes Infected with rate k7, which increases if
the number of infected hosts in the environment grows.

e An Infected machine is rebooted and returns back to the Vulnerable state
with constant rate ko.

e A patch might be installed to a Vulnerable or Infected machine, which
happens with rates k; and k3, respectively. These rates depend on the
awareness of the worm existence, i.e., as the number of infected machine
grows, the awareness of system administrators increases as well.
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Figure 5.1: The model of the CRv2 propagation for a single server.

e A Patched machine can not be infected and stays in that state for the
remaining time.

Given a network of N nodes (where N is assumed to be large, which is a
reasonable assumption in this context), we can model the overall average be-
haviour of this network under the CRv2 attack through the global mean-
field model (see Section 2.1 for more details). It has the same underlying
structure as the individual model (see Figure 5.1), however, its state space is
S° = {m = (my,ma,m3)}, where m; is used to denote the fraction of Vul-
nerable machines, and mso and ms correspond to the fraction of Infected and
Patched machines, respectively, and the occupancy vector denotes the distri-
bution of machines over the states of the local model. To address the state of
the model at a given time ¢ the occupancy vector is equipped with a notion of
time: m(t) = (m1(t), ma(t), ms(t)).

After defining the global model the transition rates need to be specified.
The rates k7, k3, k; depend on the number of infected hosts. The infection
rate can be expressed as follows:

k‘T(t) =k - mg(t),

where ki is the infection rate of a single machine. This representation of
the infection rate is quite accurate, as it takes into account each of the ms
infected computers, that each spread the worm with an identical constant rate
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k1. This representation is different from the Botnet case-study presented in
Chapter 3, and is commonly used, for example, in epidemiological models. It is
more appropriate for this case-study, since CRv2 targets randomly chosen IP
addresses in contrast to only targeting not infected machines (as in the Botnet
case-study).

The patching rates are difficult to describe as the human factor plays a big
role in this process [64]. We assume here that each infected machine increases
the awareness of the system administrators (more system administrators hear
about CRv2), which leads to a patch application. Given the above description
of the patching rate we first introduce k3 and ky4: the rates of patching for
one infected or vulnerable host, respectively. In our model we assume that the
number of patch applications changes with the fraction of infected machines,
similar to the infection rate:

kg(t) = k3 - mQ(t), and k‘Z(t) = ky - mz(t).

Once we have defined the rates, we can apply Theorem 2.2.1 to derive
the system of ODEs that describes the transient behaviour of the mean-field
model,

mq (t) = ko -moy (t) kq - mg( ) my (t) ky - mq (t) - MY (t),
77'12(15) = ky- mg(t> ml( ) ko - mg(t) ks - mg(t) . mg(t), (5.1)
ms (t) = kg -my (t) mg( ) + k3 - mo (t) mg(t),

with initial conditions m(0) = {m1(0),m2(0),m3(0)}. The way to assign initial
conditions will be determine in the next chapter.

5.3 Code-Red data sets

The data used in this case-study is the CAIDA Dataset on the Code-Red
Worms - July and August 2001 [96]. This dataset consists of a publicly available
set of files that contain summarized information that does not identify infected
hosts individually.

5.3.1 July 2001

Let us first describe the data sets available for the first outbreak of CRv2 in
July, as in [96]. The dataset includes data from the following three data-sources
(see Figure 5.2):
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Figure 5.2: Time intervals where each datasets A (orange), B (green), and C
(blue) are available for the first outbreak of CRv2 on July 19-20, 2001.

A Packet headers collected from a /8 Telescope Network [95] at the Uni-

versity of California, San Diego (UCSD), between midnight and 16:30
UTC on July 19. The UCSD Network Telescope is a globally routed /8
network, where an /8 network is defined by the 8 leftmost bits of the
32-bit IP address, and contains 23278 = 224 = 16 777 216 addresses.
Because the network telescope includes one out of every 256(2%) IPv4
addresses, it receives approximately one out of every 256 probes from
hosts infected with randomly scanning worms. The availability of this
dataset is depicted by the orange rectangle on Figure 5.2.

Timestamp/IP address pairs for TCP SYN packets (caused by port 80
scanning) received by two /16 networks at Lawrence Berkeley Laboratory
(LBL) [81]. This data consists of probe information collected by Bro [82]
on the LBL networks between 10:00 UTC on July 19, 2001, and 7:00
UTC on July 20, 2001, which is illustrated by the green rectangle on
Figure 5.2.

Sampled net-flow data from a router upstream of the /8 Telescope Net-
work at UCSD [95], which is collected after 16:30 UTC on July 19. It
was not possible to capture IP packet headers after 16:30 UTC (as in
data-source A), due to a filter, which was put into place upstream of the
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monitor. This filter was installed on a campus router to reduce conges-
tion caused by the worm, it blocked all external traffic to this network.
However, an UCSD data set consisting of sampled net-flow output from
the filtering router was available at the UCSD site throughout the 24
hour period. The sampled net-flow data can be seen as an approxima-
tion of the individually captured packet headers, as in the data-source
A. This dataset is depicted by the blue rectangle in Figure 5.2.

These three data sources are used to maximize coverage of the expansion of
the worm. Note that the datasets were merged by CAIDA to produce the
anonymized Code-Red July dataset [96], therefore, we can not access them
separately or obtain IP addresses of infected machines.

5.3.2 August 2001

The dataset of the second outbreak of CRv2 (August 2001) includes packet
headers collected from a /8 Telescope Network at UCSD (as in data-source
A). This dataset does not include any external data (as in data-source B)
from outside the Telescope network. However, this dataset is sufficiently large
(see [95]) and can be used for further analysis.

5.3.3 Available data

Both datasets (collected in July and August, respectively) consist of Unix
time stamps (UTC time) and counters (number of hosts). The time stamp
represents the time a new IP address is counted, and the counter keeps track
of all IP addresses registered (see Table 5.1). Thus each line in Table 5.1
corresponds to one newly registered IP address.

There are two traces of data available: (a) start and (b) end times of
hosts performing port 80 TCP SYN scanning (cf. Table 5.1), which can be
interpreted as follows:

(a) Unique newly infected hosts or hosts starting to spread infection.
Hosts were considered to be infected if they sent at least two TCP SYN
packets on port 80 to non-existent hosts on these networks, which helps
to eliminate random source denial-of-service attacks from the Code-Red
data. The term unique here means that the host was added to this dataset
only once, when it first became infected. If the host gets reinfected it
will not be counted a second time.
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Unix timestamps | Counter Unix timestamps | Counter
995500872.242891 | 1 995500873.623339 | 1
995500873.623339 | 2 995500876.964408 | 2
995500876.419235 | 3 995500918.699153 | 3
995500876.964408 | 4 995500933.063657 | 4
995500881.546861 | 5 995500935.712072 | 5
995500885.53822 | 6 995500947.16169 | 6
995500892.317562 | 7 995500948.64369 | 7
995500897.297761 | 8 995500965.217833 | 8

(a) Unique newly infected hosts (b) Hosts stopped being infected

Table 5.1: First elements of the data set by CAIDA. This data consists of
the UNIX timestamps when the unique IP addresses (a) started spreading the
CRv2, (b) stopped spreading the CRv2; and the counter.

(b) Hosts stopped being infected (inactive). A host, which was pre-
viously infected is considered to be inactive after there was no further
unsolicited traffic observed from it. Note than if the host was disinfected,
and got infected again it will not appear in this dataset, as it starts to
scan again. Only the hosts which remain inactive are collected in this
dataset.

Note that since the data represents only a sample of all probes sent by infected
machines (approximately every 256 probes) it provides a lower bound on the
number of the infected (and inactive) machines at any given time. In the
following we graphically represent the available data for the purpose of further
analysis.

5.4 Code-Red data analysis

To obtained a detailed view on the data we accumulate the data into buckets
of 1 minute, similar to [77], i.e., we calculate the number of infections (disin-
fections) occurring every minute.
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5.4.1 July 2001

Figure 5.3 depicts the number of newly infected (red) and disinfected (blue)
hosts per minute on July 19-20, 2001. In Figure 5.3a we observe a peak of
activity of 2000 newly infected hosts per minute, which occurred almost at the
same time when the passive monitor data (data-source A) became unavailable,
which makes the duration of this activity unknown. Moreover, the largest peak
of 7000 is registered at around 17:21, however, according to [77] it does not
correspond to the CRv2 hyperactivity, but to a gap in the data collection.
The latter caused the detection of all hosts infected during the gap at the time
when the collection resumed (all infections between 16:51 and 17:21). The
infection slowed down before midnight, when the worm was programmed to
stop the spreading phase. The reason why the rate of infection declines has
been attributed in the literature to various reasons:

e CRuv2 caused the network overflow. This explanation is provided in [108],
where the two-factor model for the worm was equipped with the extra
factor in order to address this phenomena. Note that there is no other
evidence available to support this version.

e Many vulnerable hosts were infected or patched. As was mentioned above,
the large amount of hosts were infected, which indeed might make “find-
ing” vulnerable hosts more difficult as suggested by [77].

e The machines in some time zones were switched off. According to [77]
a daily pattern was observed in the infection rate, therefore, many of
the infected machines were actually office desktops, whose users were
not aware that they are running an active web server. Therefore, we
argue that the slow down might be due to the fact that more and more
computers are switched off in each time-zone when the working day ended
and, hence, do not contribute to the propagation of CRv2.

Figure 5.3b depicts the number of inactive computers per minute. The peak
at around 16:30 is caused by the same gap in data collection, as mentioned
above. The activity peak at the end of the day of July 19, 2001, is due to the
switching from the spreading phase to the attack phase.

The cumulative total of the unique infected and inactive hosts is calculated
in order to access the total number of infected and inactive hosts over time.
Figure 5.4 depicts the number of unique newly infected hosts (red solid line)
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Figure 5.3: Number of (a) infected and (b) inactive hosts per minute for CRv2
on July 19-20, 2001, as presented in [77].
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Figure 5.4: The cumulative total of unique infected (red) and inactive (blue)
hosts on July 19-20, 2001, as presented in [77].
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Figure 5.5: Number of (a) infected and (b) inactive hosts per minute for CRv2
on July 31, August 1 and 2, 2001.

and inactive hosts (blue solid line) over time on July 19-20, 2001. As one can
see in Figure 5.4, the growth is smooth until at around 16:30 the dataset is
affected by the gap in the data collection as was described above. The number
of infected (and inactive) hosts is also affected by the data collection problem
and it stops growing at midnight because the worm was programmed to stop
spreading.

5.4.2 August 2001

Figure 5.5 depicts the number of newly infected (red) and disinfected (blue)
hosts per minute on August 1 and 2, 2001. The number of infected hosts
(Figure 5.5a) grows smoothly during the first hours of August 1, 2001. At
approximately 17:30, August 1st, the growth stops and the first big peak ap-
pears, followed by the second peak after approximately 1 hour. There is no
evidence which explains this behaviour, however, it clearly looks like a gap in
the data collection, similar to the one registered by CAIDA in the data from
July. After the gaps the number of infected hosts per minute does not grow,
which, probably, means that the number of vulnerable hosts was very low,
and it took more time to locate such hosts to infect them. In Figure 5.5b we
observe the gaps in the data collection as well. The first peak appears earlier
than in the previous figure, that is between 13:40 and 14:00 on August 1, 2001.
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Figure 5.6: The cumulative total of unique infected hosts (red) cf. [77], and
inactive hosts (blue) on July 31 and August 1-2, 2001.

The cumulative total of infected (red solid line) and inactive (blue solid
line) hosts for data between August 1 and 2, 2001, is depicted in Figure 5.6. It
is again visible that this data is affected by, probably, measurement problems,
as discussed above. However, there is no evidence available to provide the
exact reason for this ambiguity.

Given the information above we can now try to find the correspondence
between the state of the mean-field model and the available traces of data.

5.5 CRv2 mean-field model: reconsideration

In Section 5.2 the mean-field model for CRv2 was built based on the worm
description only. The next step is finding the parameters of this model which
provide the best fit to the data. However, an extra-step has to be taken in
order to make sure that the model not only reflects the behaviour of the system
(network under CRv2 attack), but also fits the available data. In case of CRv2,
the model has to be changed to match the available data. In the following we
motivate the changes and build the new model.
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5.5.1 Rebooting

First of all, the rebooting transition from the infected host back to vulnerable
has to be reconsidered. According to the data description rebooting was not
captured in the dataset. A rebooted host can contribute to the dataset in two
different ways:

e a rebooted host does not get infected again, and is added to the dataset
with inactive hosts,

e a rebooted host gets infected again, however, it will not be counted as
unique infected host for this second infection, so it is not counted.

Since the rebooting transition can not be captured using the available data we
eliminate it from the model. This will, however, influence the fitted parameters
in the following way:

e The propagation speed of CRv2 is found to be very large, therefore,
rebooted hosts were very likely to be reinfected again, which would mean
that the actual number of infections is bigger than the measured data
shows.

e On the other hand, if a host has been rebooted but has not been infected
again, the actual number of disinfections is lower than the one measured
(inactive hosts), since a rebooted host was counted as inactive.

Given the reasoning above, we conclude that if the rebooting transition is
eliminated the infection rate will be under-approximated, while the disinfection
rate will be over-approximated. However, the number of rebooting events is
significantly lower compared to actual infections, therefore, the over/under-
approximation is relatively insignificant.

5.5.2 Patched machines

As was discussed in the previous section the data captures only the inactive
machines (patched after being infected), therefore, the patching transition in
the mean-field model has to be reconsidered. The patched machines have to be
split into two groups: (i) the machines, which became inactive after being in-
fected, and (ii) the machines, which were never infected before getting patched.
This change will not influence the fitted parameters, since each patched host
will be counted once.
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Figure 5.7: The rethought model of CRv2 propagation

5.5.3 Refined mean-field model

Given the above considerations, a fourth state is added to the model of CRv2.
The states are labelled as Vulnerable, Infected, Inactive, Patched, where the
Inactive state reflects patching after being infected (as present in the dataset);
patching before being infected belongs to the Patched state (see Figure 5.7).
The model then has a finite local state space S' = {s1, 52, 53,54} with |S!| =
K = 4 states, and the transition rates are as follows:

e A vulnerable machine becomes Infected with rate kj(t) = ki - ma(t), as
discussed in Section 5.2.

e Infected machines are patched (and become Inactive) with rate kf(t) =
ks - ma(t), where k5 is the patching rate of one infected host.

e Vulnerable machines are patched with rate k§(t) = k¢ - ma(t), where kg
is the patching rate of one vulnerable host.

Note that, the assumptions for the transition rates are kept the same as in
Section 5.2.

Given a system of N such hosts, the overall mean-field model M© is built
as in Section 5.2. The set of ODEs, describing the transient behaviour of the
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overall model is as follows:

Th1 (t) = —kl . mg(t) | (t — kﬁ ml(t) : mz(t),

mg(t) = ]Cl . Tng(t) | (t) — k5 mg(t) : mg(t), (5 2)
M3(t) = ]C5 ) (f) ) (t), .
7h4(t) = k’ﬁ . ml(t) Mo (t),

with initial conditions m(0) = {m1(0), m2(0), m3(0),m4(0)}. The initial con-
ditions are not available at the moment, we provide a way to obtain them in
the next chapter.

Note that there is a couple of other possible changes which might be con-
sidered after studying the dataset, for example:

e Daily patterns of the infected machines. This factor is not included due to
the nature of the available data. Since the data was anonimized there is
no information available about location (time-zone) of the host, therefore,
the adjustments can not be made. Moreover, by considering this factor
we would add more unknown parameters in the model, while only two
data traces are available for fitting. This might have a negative impact
on the results (see chapter Chapter 6).

e Network overload. We do not include this into the case-study due to the
fact that this will over-complicate the model. Moreover, there is no proof
that network overload influenced the spread of CRv2. Finally, due to the
gaps in the data collection we will only use part of the data, where the
network overload could not play a big role.

5.5.4 Adapted view on the data

The available measurement data (as shown in Figures 5.4 and 5.6) shows the
total number of infected and patched hosts, neither of which corresponds dir-
ectly to state so of the model. To obtain data corresponding to s9 of the overall
model, i.e., the number of hosts still infected at a given time, the number of
inactive hosts has to be subtracted from the number of infected hosts. This
results in Figures 5.8 and 5.9, which depict this modified view on the data,
for July and August 2001, respectively. This data corresponds directly to the
states of the extended model: (i) the number of still infected hosts (orange
solid line) is reflected by ma(t) (and state s9), (ii) the number of inactive hosts
(blue solid line) corresponds to ms(t) (and state s3), and this data will be used
for the fitting procedure in the next chapter.
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Figure 5.8: The number of hosts, still infected at time ¢ (orange); and inactive
hosts (blue) on 19th and 20th of July 2001
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Figure 5.9: The number of hosts, still infected at time ¢ (orange); and inactive
hosts (blue) on July 31 and August 1-2, 2001
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5.6 Summary

In this chapter we have described the behaviour of the Code-Red worm and
built the mean-field model of the spreading phase of the worm behaviour.
Moreover, the available data has been discussed, which led to the adaptation
of the obtained model. We discussed the relation between the original and the
adapted model in more details in Section 6.6, however, it is important to note
that the fitting could not be done without adapting the model.






6

CODE-RED CASE STUDY.
RESULTS

In this chapter we discuss the fitting procedure, and present best fitting para-
meters of the mean-field model, we analyse both the first and the second out-
breaks of the CRv2, and show that the mean-field model is able to capture the
real-life worm behaviour. Moreover, we discuss the possible issues, which can
appear during the fitting process.

6.1 Parameter-fitting applied to CRv2

In Section 4.2 two methods for parameter estimation were presented, namely,
minimization of the relative squared error and the negative log-likelihood. In
the following we apply these methods to the CRv2 dataset with two traces,
denoted as O(t,) = {Oa(t,), Os(t,)}. In the following we match these traces
to the corresponding states of the mean-field model m(t), using the mapping
as in (4.1):

e (Oy(t,) denotes the number of infected hosts over time, which corresponds
to Mo (tr),

e Os(t,) represents the number of inactive hosts, which corresponds to
M?)(t?“)a

e t, is an observational points in time, where t,, —t,_1 = 1 minute, because
the data was collected in one minute buckets (see Section 5.4).

e 0 < r < R, where R is the number of available data observations (the
size of the dataset). The size of the dataset is different for the first and
the second outbreak of CRv2.
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Data corresponding to M;(t) and My(t) is not available, so these can not be
included into the fitting procedure. Note that the partial availability of the
data may lead to unsuccessful parameter estimation.

The relative squared error and the negative log-likelihood are calculated
according to Formulas (4.3) and (4.8) as follows:

>t (Oa(ty) = Ma(tr))* + (Os(tr) — Ms(t,))

Erel = —R = —
> et (Oa(ty) — 02)2 + (Os(t) — O03)?

where (’/)\2 and @ are averages of the data traces Oz and O3 respectively.

Os(t,) — Ma(t,))? + (O3(t,) — Ms(t,))?
202 '

R
L= %{Zlog 2mo? + ( (6.2)
r=1

As one can see, in both estimators the Euclidean Distance is being minimized,
which means that both relative squared error and negative log-likelihood in
this case-study yield the same results. Therefore, exploiting variance as an
extra parameter will not lead to a better result for our model. In the following
we will use both to check whether these estimators predict the same parameter
values.

6.2 Setting initial conditions

The initial conditions for the mean-field model need to be set, as these are
critical in order to define the model. There exist a couple of possible ways to
determine the initial conditions:

1. The exact information about the initial system state is obtained by meas-
urements or the a-priory known set-up of the experiment.

2. There is circumstantial evidence about the initial system state obtained
from the system description or any other additional resources. In this
case justifiable assumptions have to be made.

3. Adding the initial conditions as an extra parameters to be estimated.

Knowing the exact initial setting is always beneficial, since inaccurate assump-
tions can lead to an incorrect fit. However, in most of the cases this information
is not available. In what follows, we will make use of each of the above three
approaches, thus also showing their advantages and disadvantages.
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6.3 CRv2 outbreak in July 2001

We first estimate parameters for the data of July 19th 2001. In order to make
sure that we only use the data which can be captured by the proposed model
we have to omit the slowing down phase, which starts when the desktops in
the eastern time zones start to switch off, and/or the network is overloaded
by the large number of probes infected hosts are performing. Note that in
general these factors can be included in the mean-field model, however, the
data, which was made publicly available by CAIDA is not sufficient enough
to do so. However, when more data is available it is possible to extend the
mean-field model of the spreading phase and necessary.

As was mentioned in Section 5.4 the slowing down can clearly be seen after
16:20 (see Figure 5.8), and at around this time the gap in the data collection
occurred and the dataset A become unavailable. Therefore, we use the data
collected before 16:20 UTC on July 19th, to avoid (i) the strong effect of the
hosts switching off and, (ii) usage of data which was collected in two different
ways; and (iii) the gap in the data collection (see Figure 5.3).

6.3.1 Setting the initial conditions for the July outbreak

We need to set the initial conditions for the model. In [19] it was mentioned
that CRv2 infected between 1 and 2 million out of a potential number of 6
million hosts. Therefore, to start with, we set the initial number of vulnerable
hosts M;(0) equal to 6 million, minus the number of nodes initially infected,
patched or inactive. We set the initial number of patched nodes to M4(0) = 0,
whereas for the initial number of infected and patched nodes we take the
corresponding number from the trace at 10:00 o’clock (the generally assumed
starting time of the outbreak of CRv2). That is, we set My(0) = 4181 and
M3(0) = 2528. Note that these could be "left-overs” from the CRv1 outbreak,
hence, we cannot be sure whether this is a good choice.

Figure 6.1 depicts the (fitted) model prediction of the number of infected
(orange solid line) and inactive (blue solid line) hosts, and the measured num-
ber of infected (orange dashed line) and inactive (blue dashed line) hosts. The
model parameters are obtained by minimising the relative squared error and
the negative log-likelihood. As one can see, the fitted model (solid lines) does
not fit the measurement data (dashed lines) very well. It overestimates the
number of infected hosts in the beginning by 10 to 20 thousand hosts, and un-
derestimates it after 15:30 UTC. This is also reflected in the relative squared
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Figure 6.1: Fitting results for the number of infected hosts at time ¢ (orange
solid lines), and inactive hosts at time ¢ (blue solid lines) for the dataset (dashed
lines) of July 19, 2001; initial condition M (0) = (6-10° —6709, 4181,2528,0) =
(5993291, 4181, 2528, 0).

error of the fitting procedure, which is approximately 9.9%, and negative log-
likelihood, which equals 265 308.

Apparently, there is a factor we did not take in account well enough. Most
probably, the parameter ki (the speed of the virus propagation) is underes-
timated (see results after 15:30), whereas the initial overestimation might be
due to the incorrect initial settings (the number of the initially infected hosts
is too big).

6.3.2 Reconsidering initial conditions

The reason for the bad fit might lie in the fact that the activity of CRv1 and
other unsolicited SYN probes were already registered before CRv2 started to
spread (see [77]). Because of this, all infections that took place before 10:00
UTC have to be subtracted; which leaves only 3 infected hosts at 10:00 UTC. In
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Figure 6.2: Fitting results for the number of infected hosts at time ¢ (orange
solid lines), and inactive hosts at time ¢ (blue solid lines) for the dataset (dashed
lines) of July 19, 2001; initial condition M (0) = (6 - 10 — 3, 3,0,0).

this context, note that the initial number of hosts infected with CRv1 is known
to be 3 [77]; it appears consistent that CRv2, as direct “improvement” of CRv1
starts from the same number of initially compromised hosts. Similarly, all the
hosts which were registered as inactive at 10:00 UTC have to be eliminated
since they were not counted due to the CRv2 activity and are not captured
by the model. Hence, we refit the model, but now with the data, which was
corrected accordingly, namely, O1(t,) = O1(t,) — 4181 + 3; Oa(t,) = O1(t,) —
2528, and initial conditions M (0) = (6 - 10° — 3;3;0;0).

The results of the new parameter fitting are shown are Figure 6.2. The
fit for the number of infected hosts is quite good: the observed data (or-
ange dashed line) is almost indistinguishable from the number predicted by
the model (solid orange line). Also the relative squared error of the fitting
procedure has reduced to 1.6%. Minimizing the negative log-likelihood yields
the same result, and £* = 5114.22, while in the previous experiment it was
265 308. The negative likelihood still looks large, however, compared to the
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Figure 6.3: Fitting results for the total number of infected hosts (orange
solid line), inactive hosts (blue solid line) and the corresponding observed
data points (dashed lines, same colour), for July 19, 2001. Initial condition
M(0) = (2-10° — 3,3,0,0).

total size of the population and the number of infections it is relatively small.
To a large extent, the remaining uncertainty is due to the estimation of the
number of inactive hosts. This can be explained by the fact that the inactive
hosts are difficult to model because it involves modelling human behaviour:
as explained in Section 5.2 we have assumed for simplicity that the rate of
patching hosts is linearly proportional to the number of infected hosts.

6.3.3 Double-checking assumptions

We now go further into the choice of the initial conditions, in particular, the
number of initially vulnerable hosts (M;(0) in our model). We performed 60
fitting experiments, where we took M;(0) = I — M>(0), with I € {5-10°;6 -
10%;...;6.4 - 10}, M(0) = 3 and M3(0) = My(0) = 0. We then find that
when the number of initially vulnerable hosts is taken in the range from 5-10°
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Figure 6.4: Fitting results for the total number of infected hosts (red solid line)
and the corresponding @served data points (dotted orange line), for July 19,
2001. Initial condition M (0) = (2-10° —3,3,0,0).

to 2-109, the relative error is smallest, and does almost not change (with value
close to 0.2%). In case the initial number of vulnerable hosts is larger than
2 million, the relative error increases. Hence, without relying on any textual
source, the (purely numerical) optimal choice for the initial number of hosts
lies in the smaller range (and is smaller than the 6 million assumed previously).

Figure 6.3 presents the fitting results for initial conditions M (0) = (2-10° —
3;3;0;0). As one can see, the model prediction is hardly distinguishable from
the measured data, however, the quality of the fit during the early hours of
the spread (between 10:00 and 13:00 UTC) is difficult to judge. To be able to
evaluate the quality of the fit during the whole time interval Figure 6.4 depicts
the number of infected hosts as predicted by the fitted model and measured
by CAIDA in logarithmic scale. When the number of infected hosts is small,
we observe the “big” difference between the model prediction and the observed
data. Recall that in the data we use the activity of CRv1l and random port
80 probes can be measured together with the CRv2 activity. Even though we
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Figure 6.5: Fitting results for the total number of infected hosts (orange solid
line), inactive hosts (blue solid line) and the corresponding observed data
points (dashed lines, same colour; almost completely overlapping with the
solid lines), as well as the vulnerable hosts (green line) and the patched hosts
(purple line), all for July 19, 2001. Initial condition M (0) = (2-10°—3,3,0,0)

subtracted the unrelated probes which happen before 10:00 UTC, CRv1 has
been active during whole day of July 19th. Therefore, the underestimation
seen in Figure 6.4 during the first hours of the CRv2 spread might be due to
the fact that these unrelated activities are still “visible” and have an impact
on the data. However, this impact is limited (due to the static seed of CRv1),
and once the number of host infected by CRv2 exceeds by far the unrelated
activity, the fit becomes excellent. Note, moreover, that the underestimation
does no exceed 100 hosts, therefore, it does not have a significant impact on the
estimators (relative squared error and negative log-likelihood), hence a good
fit can still be obtained.

Finally, Figure 6.5 depicts the fitted model behaviour for all four states
including the two states for which no data was available. The number of
patched hosts is estimated to be quite high, and the number of vulnerable
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hosts is getting smaller, which explains the slowing down of the infection.

Earlier in this section we discussed that (1) the fitting procedure for CRv2
is done on partially available data, and (2) we made assumptions about the
number of vulnerable hosts in the population. Both these factors influence the
obtained result as follows:

(1) As the number of vulnerable and patched hosts are not available the fit-
ting procedure is free to choose these numbers for minimizing the squared
error. If there is more data available, the fitting procedure would prob-
ably yield a different parameter set, however, given the available inform-
ation the obtained fit is the best possible.

(2) As we discussed above, the correct choice of the initial conditions might
influence the results. We performed the experiments in order to find out
what would be the best initial conditions for the given case-study (see
Figure 6.3). Moreover, we checked how these changes would influence
the obtained parameters. The infection rate ki remains constant in all
60 experiments, while the patching rate kg increases when the population
grows, which leads to a large number of patched hosts.

6.4 CRv2 outbreak in August 2001

The parameter fitting for the measurements from August 1, 2001 will be ad-
dressed in this section. As before, also for the August dataset the initial
conditions are unknown. It seems reasonable to assume that the number of
vulnerable hosts did not change dramatically after the first outbreak of CRv2;
only a limited number of hosts was patched during the attacking phase of
CRv2, as also suggested in [77]. We therefore set Mi(0) = 1.5-10°. It is
again difficult to find good values for the initial number of infected machines
and inactive machines, due to the fact that all the activity of CRv2 before
00:00 UTC has to be taken into account, and, in addition, all the nodes being
affected by background activity have to be eliminated.

In this section we illustrate the third way (cf. Section 6.2) of dealing with
unknown initial conditions, that is, we add them as an extra parameters to
the fitting procedure. Notice that although this way seems to be the most
straightforward, adding extra degrees of freedom to the fitting procedure can
lead to a worse result. Therefore, using this method while having limited data
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Figure 6.6: he observed data points and fitting results (dashed lines) for the
number of infected hosts at time ¢ (orange); and inactivated hosts (blue) on
August 1, with initial conditions M (0) ~ (1498669, 1331,0,0) (rounded val-

ues).

traces (as in CRv2 case) is a “last resort” rather than an obvious solution. Here
we take the initial numbers of infected nodes (M2(0)) as extra parameters to
the parameter fitting procedure; the number of inactive (M3(0)) and patched
hosts (M4(0)) can again be set to zero, as the patching before midnight was not
due to the activity of CRv2 for this outbreak. Given the above assumptions, we
need to find the parameters k1,ks, kg, and initial condition M»(0) that minimise
the relative squared error between the model prediction and the data.

Figure 6.6 depicts the result of the model fitting procedure for the initial
conditions M (0) ~ (1 498 669;1 331;0;0). These initial conditions allow us
to gain the best fit with a squared error of approximately 0.7%. Note that
the number of initially infected hosts is actually not an integer number (but
1 331.16) due to the fact that the mean-field model is a model that addresses
fractions of objects, but not every object is modelled independently. As one
can see, the fitted model reflects the number of infected hosts during the second
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outbreak of CRv2 quite well, despite a still unresolved problem with the data
collection around 13:00 UTC.

6.5 Summary

In this chapter the parameter estimation procedure was illustrated. We were
able to obtain parameters which ensure the relative squared error of 0.2% and
0.7% between the model prediction and the real data of July and August,
respectively. Moreover, a number of possible issues which can emerge when
working with real data were addressed, namely:

e how to obtain accurate initial conditions (three possible ways);

e how to make sure that only the data which corresponds to the modelled
activity is used;

e how to double-check the influence of the assumptions made before the
fitting procedure is started.

The following section concludes the case study providing final remarks and
directions.

6.6 Concluding remarks

This case-study provides a full account of the fitting process required to obtain
a fully parameterised model of virus spread. We base our model and fitting
procedure on publicly known insight in the operation of CRv2, and on publicly
available data sets. This part foremost shows the challenges encountered when
trying to parameterise a simple model of a large-scale distributed system based
on publicly available data sets.

Starting from the characterisation of the system itself, i.e., CRv2, we pro-
posed an initial model describing the state of each host in the network, and
subsequently discussed why the unavailability of certain measurement data
leads to a slightly adapted model. We also presented why the measurement
data has to be handled very carefully, e.g., due to the fact that certain meas-
urement intervals are missing or incomplete, e.g., due to sampling or gaps in
the data collection. Furthermore, the available data only reflects part of the
system under study, that is, the data does not provide information on the
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number of rebooted and patched hosts nor on the total number of vulnerable
hosts. For these reasons, the fitting procedure has been a very tedious process,
which cannot be easily automated, and from which no final “once-and-for-all
recipe” can be given.

The model with the fitted parameter reflects closely the behaviour of the
modelled system, which gives the possibility of gaining better understanding
of this phenomena, for example, using model-based evaluation techniques (see
next part). Note that the original mean-field model differs from the recon-
sidered model, therefore, some properties of the original model can not be
assessed. This is a draw-back of the partially available data. For example,
any properties related to rebooting of the infected host are out of the scope of
the final model. However, the fitted model reflects most of the properties of
the original model, and without the proposed changes the model could not be
parametrized, and, hence, studied.

Despite these facts, we have shown that it is possible to find a model
and a set of parameters that closely captures the first part of the virus spread-
ing. Whether these are the “ultimate correct parameters” cannot be concluded,
simply because we are missing ground truth for statements like that. The mod-
els we fitted allowed us to obtain parameters which ensure a relative squared
error of 0.2% and 0.7% between the model prediction and the measurement,
for the July and August outbreaks, respectively.
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Model-Checking






Recently, many systems that consist of a large number of interacting ob-
jects have been analysed using the mean-field method, which allows a quick
and accurate analysis of such systems, while avoiding the state-space explosion
problem. So far, the mean-field method has mostly been used for performance
evaluation. In this part, we discuss model-checking mean-field models. We
define and motivate two logics, called MF-CSL and MFL, for describing prop-
erties of systems composed of many identical interacting objects. We discuss
the differences in the expressiveness of these two logics and possible combina-
tion of them.

This part is organized as follows. Chapter 7 provides motivation, related
work and describes a running example, used through the part. In Chapter 8
the logic MF-CSL is introduced together with the model-checking algorithms
and examples, illustrating checking an MF-CSL property of a computer virus
model. The logic MFL is described in Chapter 9; we present syntax and
semantics of MFL, model-checking algorithms, and discuss the satisfaction set
development. Chapter 10 provides a comparison of the two logics and discusses
the combination of MFL and MF-CSL. Concluding remarks are presented in
Section 10.3.






7

MODEL-CHECKING MEAN-FIELD
MODELS

With this chapter we provide an introduction to the model-checking of mean-
field models. We motivate the performed study in Section 7.1. An overview of
the related work is presented in Section 7.2. The running example used in this
part of the thesis is introduced in Section 7.3.

7.1 Motivation

In the previous chapters we showed how a mean-field model can be built and
how the model parameters can be obtained. Thus far, the mean-field method
was mostly used for performance evaluation of systems using measures like
transient and stationary behaviour, maximum (minimum) or mean values,
however, also more involved measures are of interest. Therefore, developing
methods for efficient and automated model-checking of such non-trivial prop-
erties is essential and not trivial.

One challenge lies in the fact that the model has two layers, therefore it
is essential to be able to formulate properties on both levels. Another chal-
lenge is that the local model is a time-inhomogeneous Markov chain (ICTMC),
therefore the results of the model-checking procedure depend on time. Finally,
the state-space of the global mean-field model is infinitely large, hence, finding
the satisfaction set is difficult.

In this part of the thesis we introduce two logics, namely, Mean Field
Continuous Stochastic Logic (MF-CSL), and Mean-Field Logic (MFL) together
with full model-checking algorithms. The reason for introducing two logics
lies in the different types of properties that can be expressed and checked
using one or the other. The logic MF-CSL expresses properties of a random
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node in a system (including timed properties) and then lifts these up to the
overall system level using new expectation operators. In contrast, the logic
MFL expresses properties of the overall system directly; it does not take into
account the behaviour of the individual objects. We compare the logic MF-
CSL with the logic MFL, and motivate the existence of both. The possible
combination of both logics is also discussed and illustrated by an example.

7.2 Related work

Model-checking means checking whether a system state satisfies certain prop-
erties. It was initially introduced for finite deterministic models, for the val-
idation of computer and communication systems, and later extended towards
stochastic models and models with continuous time. Checking models of large
systems is made difficult by the state-space explosion problem. Hence, model-
checking mean-field models is considered a valuable continuation. For an over-
view we refer to [58].

Before the first steps towards model-checking mean-field models were taken,
more general problems of (i) HML (Hennessy-Milner logic) and (ii) LTL (Linear
Temporal logic) model-checking of ICTMCs were addressed in [62] and [27].
First an approximate algorithm for verifying stochastic variant of HML on
piecewise constant ICTMCs was developed. Then the basis for the LTL model-
checking of ICTMCs was provided. Even though the local mean-field model
is an ICTMC these algorithms will not be used in this thesis, since different
types of properties, namely CSL properties, are checked on the local level of
MF-CSL.

The first work on model-checking mean-field models has been presented
in [18, 66]. In [18] first steps towards approximate model-checking of bounded
CSL properties of an individual object (or group of objects) in a large pop-
ulation model are presented. The Fast Simulation Theorem [30] is used for
the characterisation of the behaviour of a single object via the average sys-
tem behaviour, as defined by the mean-field approximation. The proposed
method is called fluid model-checking, it has been supplemented with next and
steady-state operators in [19].

In contrast to fluid model checking, [66] focuses on the properties of the
overall population and proposes the logic MF-CSL (as in Chapter 8). MF-CSL
formulas consist of two layers, namely, the local CSL formula, which describes
the property of the individual object, and a global expectation formula de-
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scribing the fraction of objects, satisfying the local formula. The algorithm for
checking the until operator on the local level is based on the algorithm presen-
ted in [18]. An extra-layer on top of local CSL properties allows describing
global properties of the whole system. We discuss this logic in more detail
later in this part.

Another two-layer logic is introduced in [21]. The time-bounded local prop-
erties are described using 1-clock Deterministic Timed Automata. Then, a
global probability operator is introduced on top of that for estimating the
probability that a certain fraction of local objects satisfies the local property,
instead of the fractions of objects satisfying a certain property as in [66] and
Chapter 8.

A different approach for model-checking mean-field models has been pro-
posed in [70]. The authors focus on the properties of an individual object,
which is modelled as a discrete-time model in contrast to previously mentioned
works. The, so called, on-the-fly model-checking approach examines only those
states that are required for checking a given property, instead of constructing
the whole state-space before starting the actual model-checking procedure.

Another way of looking at a mean-field model is by considering the be-
haviour of the whole system without addressing its local behaviour. Having
in mind the representation of the global behaviour as real-valued signal, one
can use Signal Temporal Logic (STL)-like properties [74], as will be discussed
further in Chapter 9 of this thesis. Moreover, a great effort has recently been
made in enhancing temporal properties with a real value, which is addressed
as quantitative semantics or robustness degree [34, 35, 39, 86]. These methods
can be successfully applied to mean-field models, as well. The robustness of
stochastic systems (including mean-field or fluid models) has been discussed
in [9]. In addition, the design problem has been addressed, where the paramet-
ers of the model can be optimized in order to maximize robustness. Several
tools are available, which allow calculating the robustness degree [2, 24, 32].

7.3 Running example

Let us introduce a running example now, which will be used to illustrate the
expressivity of the two logics and the corresponding model-checking algorithms.

Example 7.3.1. We address a model of virus spread in a system of interacting
computers (see Figure 7.1). We divide the whole system into three groups (e.g.,
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different departments or geographical locations). We name these groups X, Y,
and Z. Fach group has a fized number of nodes (computers) Nx, Ny and Ny,
respectively, where N = Nx + Ny + Nz. Communication between the groups is
possible, but less probable than within a group. The system we model has three
different locations and two different types of hardware (or software), where for
each type the same computer virus would behave differently, i.e., computers in
group X differ from the computers in groups Y and Z. The model of computer
behaviour has to take into account the possibility of being (i) in each of the three
groups, and (i) being in each of the states of infection. Let us now consider
the spread of the infection.

States represent the modes of an individual computer, which can be not-
infected, infected and active or infected and inactive in all three groups; in
addition, in group X a computer has to first stay in the initially connected state
before the virus is fully embedded in the computer system and the computer
18 wnfected. An active infected computer spreads the virus, while an inactive
computer does not.

Guven this system description, the state-space of the local model has to be
extended to incorporate the possibility of being in each of the three groups. This
results in the finite local state-space

l
S' ={sx.1,5x,2,5X,3,5X,4,5Y,1, 5Y.2, 5Y,3, 52,1, 52,2, SZ,3 }+

with |S'| = K = 10 states. They are labelled as infectedx, not infectedy,
initial connectiony, activex and inactivey, etc., as indicated in Figure 7.1.

The transition rates for computers in the first group are as follows: the in-
fection rate k% | is the rate to become initially connected; after that a computer
has to first try7 to pass the initial connected state with rate kx 3 or return to
the not infected state with rate kx o. The recovery rate for an inactive infected
computer is kx5, the recovery rate for an active infected computer is kx 7, the
rate with which computers become active is kx 4 and they return to the inactive
state with rate kx . Rates kxo,kx3,kx4,kx5,kxe and kx 7 are specified by
the individual computer and the properties of the computer virus and do not
depend on the overall system state. The infection rate k| does depend on the
rate of attack kx 1, the fraction of computers that s mfécted and active and,
possibly, the fraction of not-infected computers. The dependence on the overall
system state is intended to reflect real-world scenarios and might be different
for different situations.
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Gwen a system of N computers, we can model the average behaviour of the
whole system through the global mean-field model, which has the same underly-
ing structure as the individual model (see Figure 7.1), however, with state-space

o
S? = {mx1,mx2,mx,3, Mx.4, My,1,My,2, My,3,Mz1,Mz2,MZ3},

where mx 1 denotes the fraction of not-infected computers in group X, mx o
represents the fraction of computers in the initially connected state, and mx 3
and mx 4 denote the fraction of active and inactive infected computers in group
X, etc.

The infection rate can then be seen as the number of attacks performed by
all active infected computers in group X, which is uniformly distributed over
all not-infected computes in a chosen group, that is,

mX’4(t)

kx1- .
X,l mX71<t)

Note that we assume here that computer viruses are “smart enough” to only
attack computers which are not yet infected, see [99], [65]. As was discussed
above, the computers from the different groups maight interact with a certain
probability. In the context of our virus spread model, this interaction plays a
role when infected computers from groups Y and Z might contact not infected
computers in group X and vice versa. In this example model we describe a virus
which chooses one of the groups of computers with probability px x,px,v,Px,7z
(for an infected computer from group X ). The complete infection rates are
composed by multiplying the above rates for one group with the probability of
choosing a given group and accumulating all possible interactions between the
three groups. Given the reasoning above, the infection rate in group X is

mX,4(t) mY,3(t) mz’g(t)

kx1=pxx kxi- +pyx - ky1- +pzx - kz1- :
X,]. ) ) mX)]_(t) ) ) mX71<t) ) ) mXJ_(t)

The infection rates of groups Y and Z are constructed in a similar way:

¢ ¢ t

yi = bvy kyi- Z;fgtg +pxy - kx1- ::L)ch((t)) +pzy kz1- ﬁifgtga
t ¢ t

ky, = pzz-kz1- —Z?fgt; +px,z kxa- —Z)Z(fgt; +py,z kv —Zgi’gt;

Theorem 2.2.1 is used to derive the following system of ODEs, that describes
the mean-field model:
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(mxa(t) = —pxx-kxi-mxa(t) —pyx-kyi-mys(t)—
— pzx-kzi-mgz(t)+
+ kxo-mxoa(t) +kxs-mxa(t)+kxr-mxa,
mx2(t) = pxx-kxi1-mxa(t)+pyx-kyi-mys(t)+
+ pzx-kzi-mz3(t)+
+  (kx2+ kx3) mxa(t),
mx3(t) = kxgz-mxa(t)— (kxa+kxs) mxgs(t),
mxa(t) = kxa-me3— (kxe+kx7) mxa,
my1(t) = —pyy - ky1-mys(t)—
— pxy -kxa-mxa(t)—
— pzy kzi-mz3(t)+
< + k’yﬁg . mng(t) + k?y75 . my73(t), (7.1)
mya2(t) = pyy - -kyvi-mys(t)+pxy - -kxi-mxa(t)+
+ pzy -kzi-mzs(t)+
+  kya-mygs(t) — (ky2 + kys) - mya(t),
mys(t) = kygs-myza(t) — (kya + kys) - my3(t),
mzi1(t) = —pzz-kz1-mza(t) —pxz- kxi-mxa(t)—
— pyz-ky1-mys(t)+
+ kzo-mza(t) +kzs-mz3(t),
mza(t) = pzz-kzi-mzs(t)+
+ pxz-kxi-mxa(t) +pyvz-kyi-mys(t)+
+ kza-mz3(t) — (kz2 +kz3) mza(t),
L mhza(t) = kzz-mga(t) — (kza+kzs) -mzs(t),

Let us define the parameters of the mean-field model as follows:

px,x =093, pyy =094, pzz=0.97,
pxy =005,  pyx =005 pzx=0.02,
px,z = 0.02 py,z = 0.01, pzy =0.01,

kx1=02,  ky1 =09, kg =025
kxo =001,  kys=0.005, kzs=0.001,
kxs =02 kys=001, kzs=0.001,

kX,4 - 0.0001, k‘y,4 = 0.1, ]{1274 = 0.05,
kx5 =0.0001, kys=0.06. Fkzs5=0.001.
kx = 0.005,

kx.7 = 0.005.



104 7.3 Running example

Group X

0.25

0.20

0.15

0.10

0.05

— time

Group Y
0.30

0.25
0.20
0.15
0.10

0.05

time

Group Z
0.25

0.20
0.15

0.10\

0.05

— time

Figure 7.2: Distribution of the computers over the states of the model for each
group. Red, blue, green and orange lines show the fraction of not infected,
initially infected, infected inactive and infected active computers respectively.
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Figure 7.3: The total distribution of the computers over the states of the model
for all three groups. Red, blue, green and orange lines show the fraction of
not infected, initially infected, infected inactive and infected active computers
respectively.

To illustrate the behaviour of the modelled system the ODEs (7.1) can be
solved numerically, given the following initial conditions:

1
m(0) = 5({0.8,0,0,0.2},{0.9,0,0.1},{0.4,0.55,0.05}).

The distribution of objects over three groups in this example is even, where
Ny = Ny = N3 = % Figure 7.2 shows the distribution of the objects between
the states of the model over time. We obtained these results using Wolfram
Mathematica [103]. As one can see, for the given parameters the virus manages
to spread over the population.

In groups X andY wirus spreads comparably fast, despite the fact that the
rate of infection kx 1 in group X is 4.5 times lower than ky 1 in group Y. This
1s due to the high remowval rates for active infected computers in group X, and
the fact that infected machines stay in active state less often.

In group Z the spreading is much slower due to the relatively low infection
rate kz1 and due to the fact that many computers were already infected, when
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we started to evaluate the system in group Z. Moreover, the communication
between groups X andY is more probable, therefore, group Z is more “isolated”,
and infection spreads (almost) only within this group.

To evaluate the behaviour of the whole system the total fraction of not infec-
ted, infected and inactive, infected and active, and initially infected computers
in all three groups was obtained by stmply summing up the respective fractions
from the overall model state. As one can see on Figure 7.3, around 70% of the
whole population was infected after twenty time units, which confirms the fast
infection spread patterns within all three groups.

The fraction of the initially infected computers is relatively low since these
machines are only found in one group. The fraction of the active infected com-
puters tends to stay low as the viruses are programmed to be as less detectable
as possible, which is confirmed by both Figures 7.2 and 7.35.

O
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MEAN-FIELD CONTINUOUS
STOCHASTIC LOGIC

In this chapter we propose a new logic for expressing properties of mean-field
models. Before introducing a new logic one has to formally describe the types
of questions of interest. Since a mean-field model is used to reason about the
fractions of objects in a given state one can express the expected fractions of
object, which satisfy a given local property. Given that type of specification,
a two-layer logic can be introduced: (i) on the local level the property of
a random object is specified; (ii) on the global level the fraction of objects
satisfying this local property is expressed. In the following we introduce Mean-
Field Continuous Stochastic Logic (MF-CSL) and provide the algorithms for
checking MF-CSL properties of a global mean-field model.

The chapter is further organized as follows. Section 8.1 provides syntax
and semantics of MF-CSL. Model-checking properties of the local model is
discussed in Section 8.2. Section 8.3 describes algorithms for model-checking
MF-CSL properties on the global level and illustrates both sets of algorithms
using the running example. A summary of the chapter in provided in Sec-
tion 8.4.

8.1 CSL and MF-CSL

Let us first recall how the properties of a random object can be expressed and
checked. As discussed in Section 2.1, the model of one object in a mean-field
system is an ICTMC. Therefore, the logic CSL [6] for checking properties of
CTMCs can be used for describing properties on the local level. In the following
we recall the syntax and semantics of CSL, and explain how CSL properties of
the local model can be checked.
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Definition 8.1.1 (Syntax of CSL). Let p € [0, 1] be a real number, < € {<, <
,>, >} a comparison operator, I C R>qo a non-empty bounded time interval and
LAP a set of local atomic propositions with lap € LAP. CSL state formulas

® are defined by:
P u=tt|lap | =P | 1A P2 | Seap(P) | Pocp(6h),
where ¢ is a path formula defined as:
¢ = x'® | & UL ®,.
OJ

To define the semantics of path formulas we first recall the notion of a path
as in [6]. An infinite path! o is a sequence sg 3.51 by S9 3 with, for i € N;
s; € S' and t; € Rug such that Q. ,)(M(Xj_t;)) > 0 for all i. A finite

path o is a sequence sg Y $1 hy Sh—1 th—_>l sp such that s is absorbing, and
Q(sijsm)(m(zgﬁzo tj)) > 0 for all @ < h. For an infinite path o, o[i] = s;
denotes for ¢ € N the (i + 1)st state of path o. The time spent in state s; is
denoted by 6(o;i) = t;. Moreover, with i the smallest index with ¢ < Zj':o tj,
let 0@t = o[i] be the state occupied at time ¢. For finite paths o with length
h 4+ 1, ofi] and §(o;4) are defined in the way described above for i < h only
and §(o;h) = co and 0@t = s, for t > Z?;& tj. PathMl(si,m) is the set of
all finite and infinite paths of the local model M! that start in state s; given
the state 7 of the overall model M©, and Path™™' () includes all (finite and
infinite) paths of M!, which depends on the overall system state 7 (global
time) if M© is time-inhomogeneous. A probability measure Pr(7) on set of
paths can be defined as in [6].

When the local model is time-homogeneous the semantics of CSL formulas
is well known. However, in any non-trivial mean-field model, the transition
rates of the local model M’ are not constant. According to Definition 2.3.1
the rates of the local model M! may depend on the state of the global model
MO which changes with time. There are two ways to formalize this: the local
rates depend on (i) the current state T, which changes with time, or (ii) the
global time. While the first is more intuitive, it does not allow transition rates

'Note that m(Z;l:O t;) is the global state of the overall model M© at the time of the
7’th transition.
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to depend explicitly on global time. For ease of notation, in the following we
restrict ourselves to models that only depend on the overall state. Note that
our approach can easily be extended to models that explicitly depend on global
time and the proposed algorithms can handle both cases.

Since the local model changes with the overall system state, the satisfaction
relation for a local state or path depends on the global state m, therefore, we
introduce the satisfaction relation ="', which is given as follows:

Definition 8.1.2 (Semantics of CSL). Satisfaction of CSL state and path
formulas for local mean-field model M' is given as follows:

s =" tt Vs € St
s E™ lap iff lap € L(s),
s E™ @ iff s £ @,

s T @1 A o iff s E™ @1 and s E™ o,

5 ET Sup(®) iff #M (s, Sat(®, m)) > p,

s ET Pup(9)  iff Prob™ (s, ¢,m) > p,

o =" x'® iff o[1] is defined, and
o[1] E™O@0) & A 6(0,0) € 1,

o ET O U @y iff 3 € 1: (0@t ) By)
AT € [0,)(o@t” =T @),

where

e T is the occupancy vector (state of the overall model) at time 0, and m(t)
18 the occupancy vector at time t;

e s is a state of the local model M';
e I C R>qg s a non-empty bounded time interval;

e Sat(®,m) = {s' € S' : s "™ ®} is the satisfaction set of the CSL
formula ® defined as in [6];

o FMZ(S, Sat(®,m)) = Zsjesat@,m) M (s,s5,m), describes the steady state
probability to be in a state from Sat(®, m), where m is the stationary dis-
tribution of the global model, cf. [6];
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o Prole(s,gZ),m) is defined as in |6], i.e., the probability measure of all
paths o € PathMl(s,m) that satisfy ¢ when the system is starting in
state s:

ProbM' (s, ¢,m) = Pr{o € Path™ (s, m)|oc E™ ).

OJ

Although m is referred to as the m vector at time 0, this is only for ease of
discussion, without loss of generality. In fact, the 7 argument to = is just the
global state at the time at which one checks the satisfaction relation. This is
illustrated in the above definitions for next and until, in which satisfaction at
a future time t’ is denoted by writing Izm(t/). Throughout the definition, m(t)
is the occupancy vector at future time ¢, which can be obtained by solving the
ODEs (2.1) for time ¢ with m as initial condition.

Recall that not in all models the mean-field approximation is valid for
the steady-state; clearly, the steady-state operator & should only be used for
models in which it is (see Section 2.3).

The properties of interest of the overall mean-field model differ from the
properties which can be described by CSL. Therefore, in order to reason at the
level of the overall model in terms of fractions of objects we introduce an extra
layer “on top of CSL” that defines the logic CSL for mean-field models, denoted
MF-CSL. The latter is able to describe the behavior of the overall system in
terms of the behavior of random local objects.

Definition 8.1.3 (Syntax of MF-CSL). Let f € [0,1] be a real number, and
< € {<,<,>,>} a comparison operator. MF-CSL formulas VU are defined as
follows:

Uo=tt | -0 | U AWy | Emf(q)) | ESmf<(I)) | EPIX]f((b))

where ® 1s a CSL state formula and ¢ is a CSL path formula.
O

In this definition we introduce three expectation operators: Eyq¢(P), ESyf(P)
and EPu¢(¢), with the following interpretation:

o E..7(®) denotes whether the fraction of objects that are in a (local) state
satisfying a general CSL state formula & fulfills > f;
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o ES.t(®) denotes whether the fraction of objects that satisfy ® in steady
state, fulfills > f;

o EP..s(¢) denotes whether the probability of a random object to satisfy
path-formula ¢ fulfills < f.

Let us consider the virus spread example to illustrate the expressive power of
MF-CSL for mean-field models.

Example 8.1.4. In order to express the property that not more than 5% of
the computers are infectedy (i.e., these computers belong to the group Y and
are infected), the following formula is used:

E<o0.05 ( mfectedy) .

The percentage of all computers which happen to belong to the group X and
have a probability lower than 10% of going from not infected to active infected
state within 8 hours is greater than 40%:

Eso4 (73<0,1(n0t infectedy y1o3l activex)) .

If one wants to ensure that the probability of a computer to get infected in group
Z within two hours from now is less than 50%:

EP g 5(tt U2 infected,).

Note that in the formula above the initial state of the individual is not taken
into account. If the percentage of not infected computers in the group Z which
will become infected within the next two hours is of interest, the formula has
to be changed accordingly:

U = EP_q5(not infected, U2 infected,).

If in the long run the system has to have a low probability (less than 2%) for a
random computer to be infected in the group Z we express this as:

ES<0.02( infectedy).

The formal definition of the MF-CSL semantics is as follows:
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Definition 8.1.5 (Semantics of MF-CSL). The satisfaction relation = for
MF-CSL formulas and states o = (my,ma, ..., mg) € S° of the overall mean-
field model is defined by:

m = tt vV m e S°
m = v ift m = W,
m’:\lfl/\\lfg iffm):\lfl/\m):\ﬂg,

K
m }: E[x]f(q)) iff Zl m; - Ind(sj':mq))> > f,
]:

T ESur () iff [ 30 my 7y Sat@,m))) > f,
j=1

T BPy(6) it (55 m; - Prov(s; qs,m)) > f,
j=1

where Sat(®,m), 7™M (s, Sat(®,m)), Prole(s,qb,m) are defined as in Defin-
iion 8.1.2; and Ind, | mg) is an indicator function, which indicates whether

a local state s; € St satisfies formula ® for a given overall state m, i.e.,

o 1, Zf Sj ):ﬁ q),
Indgs fme) = { 0, if s5; 7@,

O

To check an MF-CSL formula at the global level, the local CSL formula has
to be checked first, and the results are then used at the global level. As
discussed above, the local model M! is a time-inhomogeneous CTMC, i.e.,
transition rates vary with the state of the overall model M©, which makes
model-checking at the local level non-trivial. We discuss model-checking CSL
formulas at the local model M in the next section. The algorithms to compute
the satisfaction of the MF-CSL formulas at the global model are presented in
Section 8.3.

8.2 Checking CSL formula at the local level

In this section we first recall algorithms for model-checking CSL on time-
homogeneous Markov chains in Section 8.2.1. The CSL operators which require
a different approach for the time-inhomogeneous local model are discussed in
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Sections 8.2.2, 8.2.3, and 8.2.4. The satisfaction set development for a given
CSL formula on a local model M! is addressed in Section 8.2.5.

8.2.1 CSL for local mean-field models

All CSL operators can be divided into two groups:
o time-independent operators: lap®, —, A.

o time-dependent operators: Puy and Suyy, where Pug, includes path oper-
ators X and U.

The CSL operators can be nested according to Definition 8.1.1. Model-checking
of the CSL formula is done by building the parse tree and performing the sat-
isfaction set development of the individual operators recursively, as described
in [6].

All time-independent CSL operators can be checked using the standard
methods (see [6]) due to the independence of the results on time. Therefore,
model-checking these operators is not addressed any further.

Properties that include the Next operator are rarely used in a real-life scen-
arios, therefore, we omit the discussion of such formulas and refer to [18] for al-
gorithms for checking the CSL Next operator on the local time-inhomogeneous
CTMC. A discussion on the steady-state operator on the local mean-field model
M- will be provided in Section 8.2.4.

Since the main challenge lies in model-checking the time-dependent op-
erators, and in the context of this thesis in checking the until formula, let us
recall the interval until formula ®,U*1:%21®, for an arbitrary time-homogeneous
CTMC M, as in [6].

For model-checking such a CSL formula, we need to consider all possible
paths, starting in a ®-state at the current time and reaching a ®o-state during
the time interval [¢1,%2] by only visiting ®-states on the way. We can split
such paths in two parts:

e the first part models the path from the starting state s to a ®;-state sy;

e the second part models the path from s; to a ®o-state sy only via ®4-
states.

2Note that the atomic property could be defined as a time-dependent operator, however,
according to Definition 2.1.2, it belongs to the time-independent group.
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In the first part of the path, we only proceed along ®i-states, thus if any
state that does not satisfy ®; is visited the path will not satisfy the formula,
therefore, these states can be made absorbing. As we want to reach a ®o-state
via Pi-states in the second part, we can make all states that do not fulfill
®, and satisfy ®, absorbing. We therefore need two transformed CTMCs?:
M[=®1] and M[=P; V Py, where M[-®,] is used in the first part of the path,
for t € [0,t1], and M[—=®1 V ®5] is used in the second, for ¢ € [ty, to].

In order to calculate the probability for such a path, we accumulate the
multiplied transition probabilities for all triples (s, s1,s2), where s1 | @7 is
reached before time ¢1, and sy = ®9 is reached within time to — ¢; (note that
this is only applicable for time-homogeneous CTMCs), i.e.,

ProbM (s, ®,U121d,) =

ST aMER () MO (1 ). (8.1)
'51':@1 52':®2

Hence, CSL until formulas can be checked as a combination of two reachability
problems, as shown in Equation (8.1), namely Wﬁﬂﬁ%] (t1) and W?{f@‘plv%] (to—
t1) that can be computed by performing a transient analysis on the transformed
CTMCs. Note that Equation (8.1) is valid for ¢; > 0 and to > 0, if ¢; = 0 the
first part of the path (ngﬁqn](tl)) can be omitted.

In the following we discuss the methods for checking until formulas for a
local mean-field model. Since the results of the model-checking procedure for
an ICTMCs may depend on time we first provide the algorithms for checking
the formula for a given moment of time, namely, ¢ = 0. And afterwards the
calculation of the time-dependent probability for an until formula to hold will
be addressed. We start the description of the algorithms with the single (non-
nested) until operator in Section 8.2.2, then we proceed with the more involved

nested case in Section 8.2.3 .

8.2.2 Single until

Due to the time-inhomogeneity of the local mean-field model, standard meth-
ods for model-checking timed operators can not be used. Recently, model-
checking algorithms for a time-bounded fragment of CSL were proposed in

3We reuse the notation for a modified CTMC from [6], where the formula in brackets
refers to the set of states which are made absorbing.
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[18]. We adapt the model-checking algorithms presented in [18]| for use on
the local model M! of a mean-field model. In [18] explicit dependence of the
local rates on time was chosen, while in MF-CSL the dependence on the cur-
rent global state T is of interest. Therefore, the approach from [18] has to be
modified in order to reason about the newly introduced satisfaction relation
=

In the following we discuss model-checking of non-nested CSL interval until
formulas (where the sub-formulas Phi; and Phis are atomic properties and
logical combinations) on a time-inhomogeneous CTMC. This can occur in MF-
CSL when using any of the three expectation operators:

Epa (Pocp(21U1172105)),

ESpaf (Poap(®1U1121®5)),
EPy s (01U 1121 Dy).

Note that due to the restriction to single until formulas here, the validity of
®; and P9 does not depend on time.

The core idea of CSL model-checking of until formulas as explained in the
previous section remains unchanged for time-inhomogeneous CTMCs. How-
ever, due to time-inhomogeneity it is not enough to only consider the time
duration; the exact time at which the system is observed must be taken into
account. Hence, we add time ¢’ to the notation of a time-inhomogeneous reach-
ability probability W?;,lll (t',T) to denote that we start in state s at time ¢’ and
have to reach state sy within 7' — ¢’ time units.

The until formula ®;U1*2®, is then again addressed by computing two
reachability problems on the transformed local models M![~®1] and M![~®; V ®9],

respectively; the results are combined similarly to 8.1:

Prob™' (s, &, U1 2l dy ) =

l I
Z Z Wﬁl[ﬁ@ﬂ(Q t1) '77?1/1,3[2 PAVEDY (751, ty —t1). (8‘2)
51 ):m(bl 52 ):m(bg

Note that the first reachability probability always has zero as a starting time
since we assume that 7 is the starting distribution? at time t = 0.

!
“For models which depend on global time this needs to be w?ﬁf‘bl](to,tl), where ¢

indicates that the system is observed at global time ¢o.
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8.2.2.1 Reachability probability at a given time

In the following we describe how to compute the reachability probability Wé\/sli (t',
T') for an arbitrary modified local model and a given occupancy vector m that
is observed at time t = 0. Note that this can be used for both modified local
models M![~®1] or M![~®1 V @3], as needed in (8.2).

Let II'(¢',¢' + T') be the probability matrix of the modified local model,
where IT{ ¢ (t',t'+T) is the probability of being in state s; at time ¢+ 7, given
that we were in state s at time ¢'. In order to find this transient probability,
the forward Kolmogorov equation is solved with the identity matrix as initial

condition, i.e., II(¢',t' +0) =1,

Il (', +T)

ar W T) Qe + 7)), (8.3)

where Q'(m(t' + T)) is the rate matrix of the modified local model.
Due to the modifications made in the local model, the transient probability
matrix II'(#,# 4+ T) contains the reachability probabilities 7 (¢',T) for all

s,81
possible states s and s;.

I I
Once the reachability probabilities 772\:911[ 1) (0,t1) and w?{fs[z <I>1v<1>2](t17 to —

t1) have been calculated using (8.3), the probability ProbM’ (s, Dy U210, )
can be computed according to Equation (8.2), which allows to check the satis-
faction relation for a given occupancy vector m according to Definition 8.1.2.

8.2.2.2 Reachability probability as a function of time

Keeping the occupancy vector 7 and time ¢’ as initial conditions of the mean-
field model, the validity of a CSL formula may change when it is evaluated at
a later moment in time ¢ € [t/, 0], where 6 is a predefined upper bound of the
evaluation time. In the following we discuss how the reachability probability
W?;lll (t,T) depends on its evaluation time ¢t while T is kept constant.

First, the probability matrix II'(#',¢' + T') is derived according to Equa-
tion (8.3), where t' is predefined. Next, the ODE describing the dependence
of the transient probability on time ¢ is derived by combining the forward and
backward Kolmogorov equations using the chain rule:

dIl' (t,t 4+ T)

) — Q) Wt T)

+ 1 (t,t+T) - Q' (m(t +T)).

(8.4)
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Finally, the time-dependent probability matrix IT'(¢,¢ +T') can be obtained by
solving Equation (8.4) with initial condition II'(#',¢ + T'). This can be done
either analytically or numerically, e.g., with the tool Wolfram Mathematica
[103] as used in this thesis.

As mentioned above, the validity of a local CSL until formula may change
when the system is evaluated at a later moment in time ¢ due to the changing
overall state. The time-dependent probability

Prob™M' (s, &, U210y, 7, 1)

to take a (®;U*21®y)-path in M!, when starting in state s at time ¢, can be
computed similar to Equation (8.2), by taking into account the time ¢ that has
elapsed since the initial condition m was observed:

ProbM' (s, &, U210, 777, 1) =

S S Mty ARV oty bty — 1) (85)
51T Py s2="0g

Note that using Kolmogorov equations for solving reachability problems on the
local models M is efficient due to the fact that the local state space is usually
quite small (see [18]).

8.2.3 Nested until

The method described in the previous section can be used when both ®; and
®5 do not depend on time, i.e., when we do not have nested until formulas. In
the following let us consider the following nested until formula:

Poa <<I>1U[t°’T] (Pmp(%U[tlatz]cpg))) .

In order to evaluate a nested until formula the corresponding parse tree is
built, as in the time-homogeneous case, and the satisfaction sets of all sub-
formulas need to be computed. The satisfaction set of the sub-formula I' =
Procg(P2U [t1t2]ds), however, changes with time. To compute this set for a
given t € [tg,T], first Prole(s, d,Ut121®5 777, 1) needs to be computed for
all s € S! according to Equation (8.5). Then the time-dependent satisfaction
set of I' is given as:

Sat(,m,t) = {s € S' | Prob™' (s, T, 7, 1) < p}. (8.6)
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More details on the computation of the 